THE IMPACT OF LEADERSHIP STYLE ON THE ADOPTION OF AGILE SOFTWARE DEVELOPMENT: A CORRELATIONAL STUDY

by

Mike Kipreos

_______________________

Doctoral Study Submitted in Partial Fulfillment of the Requirements for the Degree of Doctor of Business Administration

_______________________

Liberty University, School of Business

August 2019
Abstract

Public and private organizations continue to rely prohibitively on classic software development methodologies such as the waterfall. Private industry more so than the public sector has shown evidence for a higher rate of success when using agile software development methods. Consequently, the purpose of this quantitative correlation study was to examine variables that best predict the adoption of agile methodologies in software development. The study made use of the UTAUT and MLQ–5X surveys. The primary variable under study was leadership style. Secondary variables included: performance expectancy, effort expectancy, social influence, and facilitating factors. A pilot study (N = 30) was conducted in order to evaluate the validity of the study. This was closely followed by a formal study of 384 panelist. Multiple regression was performed against each of the variables along with a hierarchical regression at the end of the study. The regression equation that resulted accounted for 56.4% of the variance in the behavioral intent to adopt agile methods. Leadership style, specifically transformational (Inspirational motivation) was found to have a positive impact on the adoption of agile methods. Facilitating, social influence, effort expectancy, and performance expectancy also had a positive impact on the adoption of agile methods while individual consideration (transformational leadership) had a negative impact on the adoption of agile methods. Implications and recommendations for future research are subsequently presented.
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Section 1: Foundation of the Study

The adoption of agile methods in private industry, specifically in the domain of Information Technology (IT) software development, is well documented and has widely been accepted for the past 15 years (Nuottila, Aaltonen, & Kujala, 2016). The public sector in general has been much slower to embrace the application of agile methodologies for their IT endeavors (Larman, 2004). In reality both public and to a lesser extent private organizations continue to rely on the classic waterfall approach for a majority of their IT efforts. According to “Success in disruptive times” (2018), 47% of all projects within the past year used a predictive software development approach. Predictive in this case means traditional or waterfall. In that same study, only 23% of all projects used agile methods exclusively, while another 23% used a mix of both agile and traditional methods. With these facts in mind, this study sought to provide possible reasons why organizations are hesitant to adopt agile methods as a viable alternative. More succinctly, leadership style was examined with respect to its influence in the adoption of agile methods.

This section provided the foundation for this research study. First, a brief overview was given that provided context to the background of the problem. A problem statement followed that identified a gap between the literature and this study. A purpose statement ensued, describing the intent and focus of the research, along with the type of study that was conducted, including the reasons for conducting the study. After the purpose statement, the nature of the study provided the method and design along with reasons for their selection. This was followed by research question and hypotheses statements that support the proposed questions. Next, the theoretical framework was proposed, which helped to provide a visual and explanatory way to view the independent and dependent variables in the study. Additionally, assumptions,
limitations, delimitations, along with Biblical integration were provided. Finally, an exhaustive review of the related research concludes this section.

**Background of the Problem**

Despite ever-increasing efforts, multitudes of advancements, strategies, and hard-paid lessons learned over the years, IT projects continue to fail at an excessively high number in terms of staying within budget, schedule, and scope boundaries (Standish Group, 2014). For the purposes of this study, successful projects were those that were completed on time and on budget. Using this definition, the Standish Group (2014) reported that only 28% of software development projects were deemed successful. As that report indicated, a total of 55% of IT projects faced challenges, while as high as 17% outright failed. Numerous studies have been conducted to identify key critical factors that influence and affect IT project success or failure.

Historically, projects relied on the waterfall methodology. The waterfall methodology, developed by Royce (1987), is composed of a series of steps that a project moves through from requirements gathering to development and execution, to testing, implementation and then finally maintenance. The waterfall methodology is a step through process and does not involve iterations. As a result, continuous changes in requirements can lead to delayed or in the worst case abandoned or failed projects. While the waterfall approach has proven to be effective for larger scale projects and projects where the requirements are fully known in advance, it is not appropriate in all cases (Pedersen, 2013). Projects where the requirements are not specific, detailed, or accepted by all stakeholders become susceptible to scope creep. When this happens, projects risk missing milestones, deadlines, as well as overrunning their budgets. In an effort to increase the probability of success, many methodologies have been proposed.
One such methodology, Agile, has proved to be quite effective across a variety of industries. According to Ambler (2013), 62% of agile projects have proven to be successful. Compared with the traditional waterfall methodology, agile methods make use of iterative and incremental practices to manage software development efforts. Yet even within the Agile Project Management (APM) realm, few studies have provided empirical assessments of value to the organization (Cornelius, 2014). Still, even less information is known regarding government agencies who adopt the APM model. According to Rosacker and Olson (2008), a majority of these studies are geared towards the private sector. Given these circumstances, this study attempted to assess the seemingly enigmatic low adoption rate for agile methods in the private sector and even lower rate for public organizations (Larman, 2004).

**Problem Statement**

The general problem addressed in this study was despite the documented higher success rates for agile mediated software development projects, versus traditional waterfall directed efforts, there continues to be a slow adoption of agile methodologies (Nuottila et al., 2016; Standish Group, 2015). The specific problem addressed was that the adoption of agile software development methodologies is slow for private companies and even slower among government organizations in the United States (Harrison, 2017; Buckhurst, 2017; Wright & Capps, 2011). The overwhelming majority of IT projects continue to rely on the classic waterfall approach. Agile software development methodologies are replacing the traditional waterfall model as the accepted model of choice in industry and government (Larman & Basili, 2003). In a separate study published by the Standish Group (2015) from 2011 to 2015, 39% of agile projects were successful, while another 52% reached completion, but with challenges. These findings compare
favorably to an overall 16.2% of software projects (in public and private industry) deemed successful (Standish, 2014).

Both private and public sectors struggle with implementing agile development methods. With budgets being streamlined across government IT departments, there is a need to be even more prudent in the use of taxpayer monies. Thus, necessitating the need to maximize success while reducing waste. A similar case could be made for private organizations. Regrettably, IT project success rates are unacceptably lower at the government level when compared to the success rates for comparable IT projects in private industry (Wright, 2013). The research completed by the Standish Group (2015) showed that IT projects utilizing agile methodologies had a 400% higher level of success compared to those using Waterfall.

**Purpose Statement**

The purpose of this quantitative correlation study was to measure if there exists a relationship between leadership style and the adoption of agile methodologies in software development. This study made use of and expanded upon the Unified Theory of Acceptance and Use of Technology (UTAUT) model which examines among other factors, the behavioral intent to adopt an agile framework (Venkatesh, Morris, Davis, & Davis, 2003). The study was directed towards all levels of government to include local, city, state, and federal as well as private organizations within the bounds of the U.S. The goal was to identify and to a certain extent, justify the organizational shift necessitated when switching from a classic waterfall approach to that of an agile methodology with regard to those organizations contemplating changing the way they manage their projects. Thus, this study focused specifically on those organizations that were either shunning, considering, or were currently using agile methodologies in their software development efforts. The objective in making this valuation is to add to the body of knowledge
by providing additional insight with regard to the effect that leadership style plays in the adoption and use of agile methodologies. Thus, aiding in the fulfillment of a gap in the body of knowledge as to the specific impact of leadership style in the adoption of agile methods in software development. The end goal is to provide valuable information for those organizations that are considering adopting agile approaches to their software design (Larman, 2004). Furthermore, the study will provide additional factors that all levels of government and organizations can take into consideration when contemplating the adoption of agile software development methodologies.

**Nature of the Study**

The nature of the study addressed the method and design choices for the research. The nature of the study included a review of qualitative, mixed, and quantitative methods. First, the research topic was presented. Understanding the topic helped to provide a more directed discussion for the research method selected. A justification for the chosen method followed. Furthermore, a discussion of a variety of designs was also examined. The discussion was followed by a detailed description for the design instrument selected, along with justification for its use, before finally concluding with a summary.

**Discussion of method.** The next three sections discuss the most prevalent research methods used today. They include qualitative, quantitative, and mixed methods. An examination of each method was included featuring what makes each unique, including how information is acquired, analyzed and for which types of studies each is appropriate. Based on these characteristics, a case was presented for the method of choice for this research.

**Qualitative.** These methods tend to focus on understanding reasons, gaining deeper insight, and identifying trends. They use informal methods of obtaining data such as interviews
and observations. Observations, open-ended questions, and focus groups are valuable for gathering qualitative data where conducting statistical analysis or regression testing may be inappropriate, impractical, or prove unsuitable. Hence, qualitative methods are subjective by nature as they rely on a researcher’s ability and unavoidable biases in describing life experiences. Nelson (2016) used a qualitative approach in order to identify reasons for the lack of support for the use of agile scrum methods, with respect to the perception that it exposes projects to risks and vulnerabilities. In this case, observations were used, along with inductive reasoning that ultimately lead to subjective interpretations. Similarly, Cornelius (2014) used a qualitative multi-case approach, in order to advance to a greater understanding of the value that scrum plays in organizations. Cornelius (2014) used guiding questions to determine perceived value of scrum within each organization that was examined. As in the previous study mentioned, this study utilized perception and subjectivity.

**Mixed.** These methods focus on or make use of a combination of qualitative methods and quantitative methods. There is a subjective component as well as an objective component to these types of studies (Creswell, 2014). Qualitative methods on the other hand focuses on understanding the problem, individuals, or groups through the use of interviews, case studies, and live observations of the phenomena of interest. As such, qualitative methods are primarily descriptive by nature (Creswell, 2014). Mueller (2014) used a mixed methods approach, specifically the Delphi technique, which is primarily used as a qualitative instrument to obtain a set of factors that can potentially influence an organization to make the change from using traditional software development to that of an agile methodology. Once these values were obtained, they were consolidated and reduced to a discretely organized list of top factors. These factors were then examined quantitatively in the second phase of this research, which included
statistical instruments that allowed Mueller (2014) to focus and further narrow the factors from the first part of the study. Bird (2010) also used a mixed methods approach focusing on the opinions, thoughts, and lived experiences of project managers that had used at least one of the agile methodologies. Bird’s (2010) research included making use of a combination of structured and open-ended questions. In both of these scenarios the objective was to compare different perspectives or explain quantitative results through the use of qualitative data (Creswell, 2014).

Quantitative. Quantitative methods generate data that can be used for statistical analysis and therefore can provide empirical results or evidence for a given set of observations (Creswell, 2014). According to Creswell (2009), quantitative surveys are ideal for testing relationships between success factors. Quantitative studies frequently focus on the very specific, often taking a reductionist approach. They test theories and promote objectivity. Quantitative studies deal in the hard sciences, specifically mathematics and statistics. In one example, Pedersen (2013) examined which methodology should be used to improve project success rates. In order to do that, Pedersen (2013) used a Pearson correlation test, which showed a correlation between communication, user involvement, and use of a quality plan in agile methodology. As in Pedersen’s research, Misra (2007) used a survey-based quantitative approach to identify success factors from software development professionals using an agile framework. The common denominator with quantitative research is the focus on testing relationships, describing cause, effect, while doing so in a methodical manner through mathematics and statistics.

The research topic is the impact of leadership style on the adoption of agile software development. This topic is primarily focused on the adoption aspect of a technology. More precisely, the behavioral intent to adopt an agile methodology was of scientific interest to this study. Behavioral intent measures the likelihood of adopting an innovation where intentions are
predictors for actions (Ajzen & Fishbein, 1980). Ajzen (1991) theorized that a strong behavioral intention to perform the behavior in question, was tied to a more favorable attitude. This theory of planned behavior (TPB) has been used with much success by Ekufu (2012) as well. The nature of this study was most conducive for a quantitative research approach, which will help to empirically test for the existence of any relationships between technology adoption and other constructs (Creswell, 2014).

The research method most appropriate for this study was a cross-sectional, quantitative, non-experimental, correlational study using multiple regression. This correlational study helped to determine if any of the independent variables had an influence on the dependent variable. In this case, leadership style to the adoption of agile software development methods. Multiple regression correlation (MRC) was chosen as the specific method. One of the benefits of MRC is that it allows for the examination, specifically the presumed causal effects, of correlated predictors on a dependent variable (Hoyt, Leierer, & Millington, 2006).

**Discussion of design.** The next three sections discuss the most prevalent research designs used today. They include qualitative, quantitative, and mixed designs. An examination of each design was included featuring what made each unique and appropriate for a given type of research. Also included were examples of how data are acquired (in terms of instruments that are used) and how that data can then be transformed into valuable information. Based on these characteristics, a case was presented for the design of choice for this research.

**Qualitative.** These types of studies may make use of any of the following designs: narrative, phenomenological, ground theory, case study, or ethnographic. They may include any number of the following data types: observations, interviews, documents, and audio-video materials. Korhonen (2013) included research that used a case study built around adaptation.
Korhonen (2013) was able to prove the transformation that agile has on a large organization as well as the immediate discernable effects. Millhollan (2015) conducted a phenomenological study in order to ascertain what IT leaders perceive to be the most important attributes in terms of project manager efficacy with respect to success in IT-centric project environments. The key to this study was the perception that these IT professionals contributed to the efficacy noted previously. To a large extent, this type of study is subjective by nature.

**Mixed.** Mixed method designs make use of convergent parallel analysis of data within the same study. An example mentioned earlier was Mueller (2014) who utilized a combination of Delphi interviews, followed by surveying to arrive at the top factors motivating IT professionals to switch to an agile methodology framework within their organizations. In this situation, an exploratory sequential mixed method design makes the most sense. Likewise, with Bird (2010) a combination of open and closed-ended questions were necessary in order to maintain some statistical control.

**Quantitative.** Quantitative method designs are more descriptive, often involve some type of correlation and or causal-comparison/quasi-experiment. They utilize surveys, which provide the necessary quantitative descriptions required of a researcher such as trends, attitudes, or opinions (Creswell, 2014). Misra (2007) used a post-facto or quasi-experimental design with a survey that helped to identify agile software development success factors as well as the types of changes necessary when making the switch from a traditional to an agile framework.

In this study, a non-experimental design was used. Non-experimental designs allow researchers to use a correlational statistic to describe and measure the degree of association between two or more variables (Creswell, 2014). Additionally, a non-experimental type of design supports the use of a survey as the instrument of choice. Use of proven surveys, such as
the Hardgrave and Johnson (2003) model can provide inherent validity as they derive their credibility through proven theories, in this case the technology acceptance model (TAM) and innovation diffusion theory (IDT). In this study, a survey will be distributed and data will be collected through the use of online survey tools, as demonstrated by (Lambert, 2011). The population sampled consisted of IT developers who adopted or were intending to adopt an agile methodology for software development.

**Summary of the nature of the study.** The measurement of change or effect on a dependent variable when confronted by a series of independent variables, as this study proposed, lends itself to a quantitative approach. It was significant to note that the types of questions that are asked is what drives the methodology and design for a given study. Other quantitative studies may also be appropriate such as path analysis and Structural Equation (Malik, Kumra, & Srivastava, 2013; Abu-Al-Aish & Love, 2013). The most prevalently quantitative method remains multiple regression. The design will incorporate a survey composed of close-ended questions, and is very appropriate for a non-experimental study (Lee & Levy, 2014).

**Research Questions**

This study addressed the problem that despite the documented higher success rates for agile mediated software development projects, versus traditional waterfall directed efforts, there continues to be a slow adoption of agile methodologies (Nuottila et al., 2016; Standish, 2015). There were two types of questions that were examined. The first type of question addressed the impact of leadership style on the adoption of agile software development methods, while a second type of questions helped to identify other factors besides leadership style that could possibly affect this adoption. The primary research question was as follows:
RQ1: What is the impact of perceived leadership style (LS) on the adoption of agile development methods?

The secondary research questions were as follows:

RQ2: What is the impact of perceived performance expectancy (PE) on the adoption of agile development methods?

RQ3: What is the impact of perceived effort expectancy (EE) on the adoption of agile development methods?

RQ4: What is the impact of perceived social influence (SI) on the adoption of agile development methods?

RQ5: What is the impact of perceived facilitating conditions (FC) on the adoption of agile development methods?

These questions are based on the unified theory of acceptance and use of technology (UTAUT) model (Venkatesh et al., 2003).

Hypotheses

There were a total of five sets of hypotheses. As with the research questions, they were broken into a primary hypothesis and four secondary hypotheses. Each set of hypotheses were tied back to the same numbered research question. The primary hypothesis was as follows:

H₀₁: There is no relationship between perceived LS and the adoption of agile development methods.

H₁₁: There is a relationship between perceived LS and the adoption of agile development methods.

The four sets of secondary hypotheses were as follow:
H\textsubscript{0}2: There is no relationship between perceived PE and the adoption of agile
development methods.

H\textsubscript{A}2: There is a relationship between perceived PE and the adoption of agile development
methods.

H\textsubscript{0}3: There is no relationship between perceived EE and the adoption of agile
development methods.

H\textsubscript{A}3: There is a relationship between perceived EE and the adoption of agile development
methods.

H\textsubscript{0}4: There is no relationship between perceived SI and the adoption of agile
development methods.

H\textsubscript{A}4: There is a relationship between perceived SI and the adoption of agile development
methods.

H\textsubscript{0}5: There is no relationship between perceived FC and the adoption of agile
development methods.

H\textsubscript{A}5: There is a relationship between perceived FC and the adoption of agile development
methods.

**Theoretical Framework**

This study examined the acceptance and use of a technology, more specifically, agile
methodology adoption. That being the case, this study is most appropriate for those theories that
examine the role of behavioral intent in their investigation (Venkatesh et al., 2003). There were
several theories that explore technology acceptance that are worthy of consideration. The most
widely accepted among them included the technology acceptance model (TAM) and the unified
theory of acceptance and use of technology (UTAUT) models (Venkatesh, Thong, & Xu, 2012). A discussion of these theories follows.

**Technology acceptance model.** The technology and acceptance model (TAM; Davis, Bagozzi, & Warshaw, 1989) is an extension of previous IT adoption models, that includes several underlying theories including, but not limited to the theory of planned behavior (TPB) advanced by Ajzen (1985) that includes perceived behavioral control, subjective norm, and attitude towards action or behavior, the theory of task-technology fit (TTF) which has been applied with respect to the acceptance of IT and the theory of reasoned action (TRA) that maintains that behavior is motivated by intent and at the same time is influence by an individual’s attitude toward the behavior in question (Fishbein & Ajzen, 1975). Although TRA was a precursor to TAM, the TRA construct of attitude was not included in order to improve understanding of intent. Additionally, TAM proved to be a better predictor of behavioral intent (BI) in adopting a new technology ($R^2_{BI}$ of 0.69) as shown in Mathieson’s (1991) research on the acceptance of a spreadsheet package than TPB ($R^2_{BI}$ of 0.60).

TAM makes use of two factors that influence the decision process of whether an individual adopts a new technology, perceived usefulness (PU) and perceived ease of use (PEOU). PU is the expectation by a user that the new technology will improve their job performance. PEOU refers to the user’s perception on the degree of difficulty that exists in learning and using a new technology. PEOU influences BI (Gangwar, Date, & Raoot, 2014), while at the same time being inversely proportional to PU. This means that the easier the technology seems to be with respect to its use, the more likely that users will be able to carry out the behavior required to accept and use the technology (Davis et al., 1989). TAM can be an appropriate model for the initial adoption of a technology (Karahanna, Agarwal, & Angst, 2006).
There exists an awareness that TAM lacks predictive power as well as the ability to adopt to continuous changes in IT (Bagozzi, 2007).

**Unified theory of acceptance and the use of technology.** The unified theory of acceptance and the use of technology (UTAUT) theory was proposed by Venkatesh et al. (2003) and included a combination of factors determining intention of use or adoption of technology. UTAUT differs from other theories, including the TAM in several ways. The TAM makes use of two variables whereas the UTAUT model combines approximately 32 variables from eight other theories, including TAM (Venkatesh et al., 2003). The objective in combining these theories was to create a single unifying view of user technology adoption, something that the TAM theory does not do. The eight theories or models that make up UTAUT include the following:

2. The technology acceptance model (Davis et al., 1989).
4. The combined TAM and TPB (Taylor & Todd, 1995).
5. The diffusion of innovation theory (Rogers, 1995).
6. The social cognitive theory (Bandura, 1986).
7. The motivational theory (Davis et al., 1989).

UTAUT includes four factors that help to determine intention of use and acceptance, compared to the two that TAM has to offer. The four factors included: social influence (SI), performance expectancy (PE), effort expectancy (EE), and facilitating conditions (FC) (Venkatesh et al., 2003). SI describes the degree to which others influence their decision to use a
technology. PE describes the degree to which using a new technology will be advantageous towards their job performance. EE describes the degree of ease of use associated with a new technology. Lastly, FC describes the degree to which an individual believes that there is adequate organizational support in place to support the new technology. It is important to note that UTAUT had a higher predictability of variance (70%) as a whole, outperforming each of the eight models that make it up. TAM on the other had exhibited only a 40% level of predictability between intent and adoption (Oye, Aiahad, & Abraham, 2014). Most of the research conducted on technology adoption uses TAM. Part of the reason for this is TAM’s popularity as is evident in the literature. Additionally, while UTAUT is in fact a more robust model, and able to explain approximately 70% of intent to use a new technology, it is not without its share of limitations (Moghavvemi, Salleh, Zhao, & Mattila, 2012). Specifically, the FC factor which is concerned with the adequate organizational conditions to support new technology adoption cannot account for unforeseen changes or events that may affect a sudden change in an individual’s beliefs and therefore ensuing behavior towards the use of new technology (Moghavvemi et al., 2012). UTAUT nevertheless, remains an overall better predictor of behavior than the alternatives discussed.

This quantitative, non-experimental, correlation study analyzed the impact of leadership style on the adoption of the agile software development methods in government organizations. UTAUT was the theoretical framework that was used. A new construct of leadership style (shown in the dotted line box of Figure 1) was assessed along with other UTAUT constructs to determine the impact on the behavioral intent to adopt a technology, in this case agile software development methods.
Discussion of relationships between theories and variables. The UTAUT framework measured both independent and dependent variables, but did not include moderating variables in this study. As shown in Figure 1, the independent variables included leadership style, performance expectancy, effort expectancy, social influence, and facilitating conditions. Therefore, the dependent variable was behavioral intent to use. Independent variables were expected to have a correlation with the dependent variable. For the purposes of this study, behavioral intent to use may be presumed to be a precursor with use behavior, and therefore will not be verified as part of this study (Burns & Roberts, 2013).

Summary of the conceptual framework. Several theoretical models were discussed with an emphasis on making use of adoption of technology. When TPB, TTF, and TRA were first introduced, they each existed as standalone models, each with its own specific capability fulfilling a very particular, yet limiting role. TPB included planned behavior, TTF acceptance of technology, and TRA motivation by intent. TAM brought those theories together into two
constructs: PU which examines perceived usefulness and PEOU that ascertains perceived ease of use. Combined it was a tremendous step forward as noted in its popularity of use in the literature (Venkatesh et al., 2012). The last theoretical framework discussed was UTAUT, which grew out of a gap and subsequent need to consolidate several theories into as close to a unifying theory as we can have today, with respect to technology adoption. It combined eight models into one and provided four constructs. These factors were PE, which deals with performance expectation, EE which deals with expected effort, SI which deals with influence from peers and acceptability, and finally FC which speaks to the proper environment and organizational structure requirement component for technology adoption. It has been shown that UTAUT is able to account for up to 70% of variance in usage intention as opposed to any of the eight models alone (Venkatesh et al., 2003). UTAUT compares favorably against TAM, which is only able to account for 40% of the variance between intent and adoption of technology (Gangwar et al., 2014). For these reasons, the UTAUT model was chosen for this study. The model was expanded from the original four constructs of PE, EE, SI, and FC to include a fifth factor, LS, leadership style. These five factors made up the independent variables that was studied as they examined the dependent variable of behavioral intent to use, in other words adopt a technology.

**Definition of Terms**

This study extended the UTAUT framework in order to investigate the influence of leadership style on the adoption of agile software development methods among U.S. government employees. An understanding of each of the components of the UTAUT model, leadership style, and U.S. government employees was essential towards understanding this research.

**Effort expectancy.** EE is defined as the perceived ease of use of the new technology in question (Venkatesh et al., 2003). EE, like PE, has its origins in TAM. TAM includes the
perceived ease of use (PEOU) construct which references the user’s perception to the level of
difficulty that exists in learning and using a new technology (Davis et al., 1989). Like PE, EE is
one of the strongest predictors for intent to use a technology. One limitation is that it’s
predictability for intent is decreased as the user increases their comprehension of the technology
(Venkatesh et al., 2003). As with the other constructs mentioned, age, gender, and experience
influenced this construct.

Facilitating conditions. FCs can be thought of as an environmental factor in the sense
that it represents the degree to which organizational conditions exist to support new technology
adoption (Venkatesh et al., 2003). With this factor, the infrastructure that is in place becomes the
influencing factor that an individual takes into consideration during the adoption process. FC,
however, cannot account for unanticipated changes or events, which may in turn affect an
individual’s beliefs and consequential behavior towards the use of new technology (Moghavvemi
et al., 2012). While SI considers what others think and FC the readiness of the environment,
another condition has an intrinsic motivational component.

Performance expectancy. Performance expectancy (PE), is concerned with the degree
with which a new technology will help an individual to improve their job performance. PE has
its foundations in TAM where it is known as the perceived usefulness (PU) construct (Davis et
al., 1989). According to Venkatesh et al. (2003), PE is one of the biggest predictors for intention
to adopt a new technology. The last construct that was included in this study was the effort
expectancy (EE) factor.

Social influence. Social influence (SI) reflects the degree to which others influence an
individual’s beliefs to use a new technology (Venkatesh et al., 2003). There are other factors
influencing SI along with PE, EE, and FC. They include gender, age, and experience. SI is not
the only influencing factor. There external factors to consider as well. Another construct in this case was facilitating conditions (FC).

**Technology adoption.** Several methodologies contributed towards adoption of new technology, including the theory of planned behavior (TPB), the theory of task technology fit TTF, and the theory of reasoned action (TRA). Davis et al. (2003) popularized the behavioral intent to adopt a new technology through the use of the technology acceptance model (TAM). The unified theory of acceptance and the use of technology (UTAUT) model soon followed providing a more cohesive approach to technology acceptance, as it meshed the best of eight other models into one (Venkatesh et al., 2003). The UTAUT model includes the following constructs: social influence (SI), performance expectancy (PE), effort expectancy (EE), and facilitating conditions (FC).

**U.S. government employees.** U.S. government employees include all levels of government, including local, city, state, and federal. Additionally, only those public employees age 21 or greater were considered for participation in this study. From this group, only those employees who used or planned to use agile methods for software development were used in this study.

**Assumptions, Limitations, Delimitations**

There were a number of assumptions, limitations, and delimitations that were made with respect to this study. Assumptions are facts that are considered to be true, however, they were not proven during the study. As such, they carry a potential risk. Mitigation options were discussed for each assumption. Limitations represent potential weaknesses in the study. Delimitations refer to the scope of the study. In addition to discussing what was included in the study, the discussion also included what was not in scope.
Assumptions. Assumptions are actualities that are considered to be true. The following assumptions were discussed: objectivity of participants, validity of the model, familiarity with agile methods, and appropriateness of instrument. Each assumption was described and reasons for its approval were provided.

Objectivity of participants. It was assumed that the respondents were chosen randomly from a sample set. There was also an assumption that the responses were ingenuous. By specifying that there was no right answer, the hope was to obtain non-biased responses to questions that were asked. Additionally, participants remained anonymous so their responses were not influenced by the opinions, beliefs, attitudes, or personal experiences of other participants. It was also assumed that the recipients responded to the survey instrument in a timely manner. There was a risk that some of those participating in the survey were possibly working in the same organization and through circumstance knew each other and shared knowledge of the survey presented. Efforts were made to seek individual participants in varying organizations.

Validity of the model. The UTAUT was the chosen model of use. It was assumed that the UTAUT was appropriate for use in assessing agile software development. Furthermore, it was assumed that the model could be extended to include leadership style. There was a risk that the UTAUT model was not the most appropriate to use. After all, the TAM has been used extensively as a model to study adoption of technology. The TAM makes use of two variables. The UTAUT model, however, combines approximately 32 variables from eight other theories, including TAM (Venkatesh et al., 2003). So while it was not feasible to know which model was the best fit for this study, the decision to choose the UTAUT model made the most sense given its wide use and variety of constructs beyond those of other models, including the TAM.
**Familiarity with agile methods.** Another assumption was that the participants were familiar at minimum with the definition of agile software development methods. Additionally, some had experience in their use. During the survey, an explanation of what constituted agile methods was provided along with examples of several of the most prevalent methods in practice today.

**Appropriateness of instrument.** This study used a survey measured on a Likert scale. The survey employed a 5-point scale. According to Dyba (2000), 5-point scales have a higher reliability than 3 or 7-point scales. While no instruments were perfect, a pilot study was used to validate the instrument. Using the results from the pilot-study, changes were incorporated back into the instrument. To further validate the instrument, a Cronbach’s Alpha analysis was performed (Cronbach, 1951). This confirmation served as mitigation concerning the appropriateness and validity of the survey instrument.

**Limitations.** Limitations are limits or constraints that are factor into the research being conducted. The following limitations were discussed: researcher inexperience and participant scope constraint. Each limitation was described and provided its own qualification within the study.

**Researcher inexperience.** One of the limitations in this study was inexperience. Proper design, research principles, statistical calculations, result interpretation, and analysis were performed in order to minimize misrepresentation and misinterpretation of the outcome of the study. Furthermore, although inexperienced in performing quantitative studies was a valid concern, it was offset by the supporting committee, including the chair and other experts in their field, along with the dissertation team who did have the necessary experience.
Participant scope constraint. The study was limited to the use of IT staff in the private sector, as well as all levels of government. The research was conducted through a survey instrument sent to audiences that were appropriately identified in this field. The sample was calculated using quantitative testing to identify a suitable sample for the population. The participants and the results gathered may not have been a true representation of the population studied. Therefore, any generalizations made to the general public may be skewed.

Delimitations. The study focused on a specific demographic for its participants. The group included software developers who had adopted, had previously used, or were currently using agile methods. The age range was limited to those who were 21 years and above and U.S. citizens. Individuals that were part of the demographic described, but were not software developers were not included. This was one of the delimitations, as the objective was to survey developers with varying degrees of agile experience, including those with no experience. Additionally, while the study examined the effect of leadership style on the adoption of agile methods, the study did not take into consideration age, gender, experience, or voluntariness of use.

Significance of the Study

This study was important to the field of software development, specifically with regard to software development using agile methods. What made it significant was the role leadership style plays towards adopting an agile framework. There remains a prominent lack of research in agile software development in government organizations (Nuottila et al., 2016). This is due to the fact that a majority of these types of studies are geared toward the private sector (Rosacker & Olson, 2008). Another factor was quite simply the nominal use of agile software development with respect to private industry, therefore reducing the potential field of candidate organizations.
available for study. Because of this imbalance of agile method use, an inherent gap exists. This study will contribute towards closing this gap.

**Reduction of gaps.** This will study contribute to filling a gap that exists today in the body of knowledge with regards to the impact that leadership style has on the adoption of agile software development methods. The research provided insight to the kinds of factors that public organizations can take into consideration when adopting agile methods. Research at all levels of government in this area is currently lacking (Nuottila et al., 2016). The study was able to identify some of the underlying reasons why a portion of both public and private agencies have adopted alternative project management methodologies, over the classic waterfall methodology, while others have not or are hesitant to make the switch. Sidky (2007) went as far as to develop a framework to determine the readiness of an organization for agile. If the study can discover some of these reasons for not adopting agile, then the knowledge gained can better equip or prepare those organizations who are considering making such a sweeping organizational change, more manageable. The results of the study will also help to add to and fill in some of the gaps in the literature regarding organizations that attempted to or were able to successfully switch to an agile methodology framework. The more that can be learned from this study the better the understanding in terms of the influence that leadership style and other factors play in agile adoption. If knowledge is power and all knowledge comes from God, then it make sense to lean towards the source of that knowledge.

**Implications for biblical integration.** Proverbs 18:15 (ESV) tells us “An intelligent heart acquires knowledge, and the ear of the wise seeks knowledge.” What this implies, in the context of organizations, is that if these agencies are trying in earnest to better themselves, then they should also be diligently seeking and looking for new ideas and ways to make
improvements. Accepting low to marginal software development success, when other more viable solutions exist, is not trying at all but rather settling for less. Making a change from a traditional software development methodology such as waterfall to an agile framework requires not only faith, but also courage. Once again, the Bible provides the answer for such challenging times. Deuteronomy 31:6 (ESV) says, “Be strong and courageous. Do not fear or be in dread of them, for it is the LORD your God who goes with you. He will not leave you or forsake you.”

Across the board, organizational changes such as those suggested take prayer, seeking God’s wisdom, and more importantly having faith.

**Relationship to field of study.** This study is in line with the Information Systems field, as it is specifically concerned with the development of Information Systems projects. As was previously mentioned, only about 28% of all projects were completed on time and on budget in 2000 (The Standish Group International, Inc., 2001). Meanwhile, as high as 66% of project practitioners observed that agile methodologies had a positive effect on the quality of software delivered (Kong, 2007). The agile methodology in this instance refers to being light or nimble and taking on a number of software development methods, including Extreme Programming (XP), Scrum, Crystal Family, and Dynamic Systems Development (DSDM; Kong, 2007). These methods as well as their classical forerunner methods such as the waterfall and spiral methodologies, fall under the Information Systems “umbrella” and therefore are appropriate areas of study within the IS field.

**Summary of the significance of the study.** Overall, this study focused on the adoption of technology, specifically agile development, making it very appropriate for the IS field of study. This research is significant because there is a gap in the literature in terms of factors, including leadership style contributing or affecting the adoption of agile software development in
the public sector. Hartman and Ashrafi (2002) said that cultural and managerial changes were required for agile methodologies to take root and become effective. While a critical gap exists in the body of knowledge, research is practically non-existent with respect to leadership style and the adoption of agile. Even less information exists when the population of interest within this group is further narrowed to U.S. government entities, regardless of level.

Making a change to agile from ingrained traditional methodologies can not only be challenging, but also very stressful for any organization, much more so for government agencies who tend to be more conservative than their counterparts and slow to adopt to changes (Nuottila et al., 2016). Organizations that ascribe to a Biblical worldview need not fear drastic changes though intimidating as they seem. Psalm 34:4 tells us that “I sought the Lord, and He answered me and delivered me from all my fears.” This is the right spirit to have through times of turmoil such as organization-wide changes that agile adoption can require.

A Review of the Professional and Academic Literature

This section provides a review of the related research and literature with respect to factors that affect the decision to adopt conventional methods such as Waterfall and Spiral as well as agile methods such as Extreme programming, Crystal, Scrum, and Dynamic systems for software development in both public and private industry. This review provides an overview of both of these categories in order to gain an understanding of their advantages and limitations. Additionally, user acceptance theories such as TRA, TPB, TAM, IDT, and UTAUT were also examined. Finally, in order to better understand the role leadership style has in adoption of agile methods, an independent variable representing a variety of leadership styles was also examined. These included: transformational, transactional, servant, autocratic, laissez-faire, democratic, bureaucratic, charismatic, and situational leadership.
**Traditional software development methods.** There are several traditional software development life cycles (SDLC) being used across industry. Two of the most prevalent models include the Waterfall and the Spiral methodology. Each is unique in its own right. The Waterfall methodology steps through a number of processes and concludes with a final product at the end (Nelson, 2016). The Spiral methodology on the other hand allows for introspection of the project in-flight and such provides an avenue for review, change if necessary, with the goal of searching for constant improvement (Alshamrani & Bahattab, 2015). Both methods are described in further detail below.

**Waterfall.** Most organizations follow one or two models of software development for their IT projects, agile and/or Waterfall. Waterfall is the traditional methodology with its basis in construction and manufacturing. Royce (1987) formally introduced this methodology without formally addressing the term waterfall as a means to describe this process. In fact, Royce’s (1987) vision was of a multi-stage process that allowed for revisiting previous steps as necessary. Royce’s (1987) process is not how the current waterfall model is defined. The waterfall method was adopted into software development projects with the promises of continued success that it received in the industries that created it. Such success has been elusive at best, as discussed in the previous section. The Waterfall method has distinct linear phases where a project only moves to the next phase when the current or previous stage is completed. The waterfall model includes the following phases (Alshamrani & Bahattab, 2015).

**Requirements and analysis phase.** During the requirements and analysis phase the user requirements, including the functionality for the system under consideration, are documented. Details of the system to be are often obtained through interviews, surveys, and observations. Obtaining clear and concise requirements is critical as they represent a contract or agreement
between the client and the developers for the software specifications and application features to
that will be developed.

*System design phase.* The information obtained during the requirements phase is
evaluated and a formal process is devised that includes all of the software components that are
needed to be built in order to satisfy those requirements obtained in the previous phase. During
this phase, critical decisions are made concerning software solutions, design methods,
architecture, database design, and other areas. If it is noticed that some requirements were
missed, the requirements and analysis phase is revisited and any concerns are resolved before
moving forward to the next phase.

*Coding and implementation phase.* During the coding and implementation phase the
requirements from the previous phase are implemented. At this stage, if the previous phases
were executed correctly, then this phase of the project will be completed with minimal issues.
During this phase all software is unit tested. Unit testing involves testing each individual
component of the larger solution.

*Integration and testing phase.* During integration and testing a number of tests are
conducted to verify that the software works correctly, but more importantly, meets the
contractual, or more succinctly, user requirements. Integration testing helps to ensure that all
software components work in accord. User acceptance testing (UAT) allows the client to test the
new system with their own data prior to migrating the solution to production. Finally, it is
during this phase that many bugs are resolved and refinements are made to the solution.

*Deployment of system phase.* During the deployment of the system phase, the solution is
released to the customer for consumption. There are a variety of methods for placing software in
production that must be considered during this phase.
Maintenance phase. Often, when software is first released errors are discovered or modifications are identified. Therefore, this phase, which could be another project often is another project - its own, is used to fix bugs, provide enhancements, and correct any errors that were discovered after the software was released.

In practice, there is overlap and phases are revisited for many reasons such as change of scope and delays, which supports Winston’s process description (1970). Changes in scope, time, or cost can ultimately determine whether a project is a success, partial failure, or complete failure. Scope can change for a number of reasons, typically by way of additional requirement requests from the business unit in the middle of a project. Oftentimes mitigation includes either including these additions if there are adequate fund and time buffers built into the project, or by setting these requests aside for a future project phase. Sometimes changes in scope cannot be overcome (e.g., when management mandates additional requirements where the project resources are incapable of compensating for the given directed requests).

The waterfall methodology remains relevant even today because managers feel a sense of comfort in knowing the steps or phases that are part of the Waterfall or software development life cycle (SDLC) and where the project is in terms of understanding and estimating project progress. When requirements are clearly defined, and are not likely to change (such as in a repeated process), then the Waterfall method works well. When there is likelihood that requirements will change, the Waterfall method becomes a liability as scope changes (Sweeney, 2014). Agile methodologies on the other hand are very different. Figure 2 below provides a diagram of the Waterfall model.
The spiral model. The spiral model has been considered to be an enhancement over the waterfall model. Boehm (1988) viewed it as an evolution of sorts based on refinements that were gained through experience with the use of the waterfall model. The spiral process combines both design and prototyping in iterative stages, thereby taking advantage of both top-down and bottom-up design (Alshamrani & Bahattab, 2015). Satalkar (2011) said that the major distinguishing feature between the waterfall and the spiral model is the latter is risk-driven, whereas the former is primarily document or even code-driven. The spiral model begins with an achievable set of requirements and then proceeds through each of the development phases (except for installation and maintenance). During each subsequent iteration, the development team is able to use lessons learned (in the risk analysis phase) to improve on the next set of requirements that will be developed in the next spiral or iteration (Alshamrani & Bahattab,
2015). These steps are repeated until the project reaches a conclusion. The spiral model includes the following phases (Satalkar, 2011):

**Planning phase.** The planning phase involves the gathering of requirements from the customer or business unit. Systems analysts work closely with the customers to ensure all requirements are understood and captured.

**Risk analysis phase.** One of the outcomes of the risk analysis phase is the identification of all risks involved with the given set of requirements as well as alternate solutions. Risk is estimated using the experience gained during previous iterations of the process. Another outcome in this phase is the delivery of a prototype.

**Engineering phase.** The engineering phase is also known as the development phase and it is where the software is created. It is also the stage where software is tested.

**Evolution phase.** The evolution phase is the official end of that round. This stage allows the customer to review the work completed so far and provide feedback that will provide direction for the next round. Figure 3 below provides a graphic of the Spiral model.

![The Spiral Model](image)

Figure 3. The Spiral Model.
Comparison between waterfall and spiral. There are many factors that come into play when comparing the waterfall and spiral models. Some of these factors include differences in the level of risk, time to completion, budget, and completeness of project requirements. Other considerations when selecting between the two models include the size of the project and flexibility for change in the middle of the project (Alshamrani & Bahattab, 2015). Nevertheless, there are several advantages and disadvantages with either model. The next four subsections provide some insight.

Waterfall advantages. There are several noteworthy advantages to the waterfall model. The first is that because of its highly rigid and structural approach, it makes it easier than other models to specify the work and completion time frame for that work. Additionally, phases do not overlap and must be completed before moving to a new phase (Pedersen, 2013). Managers like using it because it follows a linear approach. Developers also find it easier to use as it is not only well known but also lends itself to a variety of different types of software development projects. Finally, the waterfall model produces lots of documentation in each phase which can be helpful for new team members (Pedersen, 2013). These are some of the reasons why the waterfall methodology has remained and continues to remain a viable option for many organizations. Discussion of the additional advantages goes beyond the scope of this literature review, but one should note that no process model is perfect and the waterfall is not without faults.

Waterfall disadvantages. While there are many advantages to the use of the waterfall model, several disadvantages must be stated. One of the main disadvantages is the understanding that all requirements are well known and complete (Hamidi, 2014). A corollary to this is that requirements will not change. In reality, unless the project is a repeating process,
almost all projects will change in some ways and at some point during their process life cycle. A second disadvantage is that implementation and software integration can be completed on a predictable schedule (Hamidi, 2014). Again, the fallacy here is not understanding how quickly technology changes. Another disadvantage that cannot be overlooked is that the customer is not involved during the development process. Disengagement can lead to instances where the software does not meet the requirements or specifications of the customer (Pedersen, 2013). While transparency with the customer is not a strong suite for the waterfall model, it is an underlying advantage of the spiral process model.

*Spiral advantages.* Boehm (1988) pointed out that the main advantage to using the spiral methodology was that its range of options accommodated the best features found in other software development models. Additionally, due to its risk-driven components, projects that use this model avoid many of the difficulties and challenges that would otherwise affect projects that did not use this approach. Additional advantages with this model include the ability to focus early on in the reuse of software (when and where possible). Allowing for the evolution of requirements and change to take place provides a way to include quality objectives in the development process, while focusing on eliminating errors early on (Boehm, 1988). The spiral model is not without its own set of challenges.

*Spiral disadvantages.* According to Boehm (1988), there are three main areas that remain a challenge when using the spiral model: (a) being able to use it for use with contract driven software approaches, (b) heavy reliance on risk-assessment expertise, and (c) the need to further elaborate on the spiral model steps. According to Pedersen (2013), the heavy reliance on assessing risk, mitigation, and specialist in the areas of planning all contribute to additional expenses in time and costs. Finally, Pedersen (2013) believed that the spiral model is
appropriate for use as a full life cycle model. The reason for this as Pedersen (2013) explained is that explicit process advisement is missing in terms of how goals, obstacles, and alternatives are established.

**Agile methods.** Agile methods differ from waterfall methods in several ways. Agile methods are flexible. A project is broken into a set of miniature projects with each mini-project completing every two or four week intervals until the entire project is completed (Sweeney, 2014). Waterfall efforts on the other-hand begin on the first of several phases and can only continue to the next phase when that phase is completed. In waterfall projects, integration and user acceptance testing happen near the end of the project, whereas with agile methods, testing occurs throughout each iteration (Sweeney, 2014). Testing software frequently in agile, compared to testing near the end with the waterfall method, promotes early error detection, response, and resolution. Another defining difference between the two methodologies is that agile methods require project teams to be co-located either geographically or through technology. Co-location greatly improves communication and accountability (Denning, 2013). Agile methodologies are becoming the go-to methods for managing developmental projects. Its popularity stems from its quick turnaround time from requirements to completion. There is an optimization of development time that comes with agile methods that allow them to accommodate changes seemingly at will while providing a higher degree of project visibility and customer satisfaction at the same time. The most distinguishing feature of these methodologies are the “sprints” (discussed earlier), which can be thought of as miniature projects that run from two or four week intervals producing an application or a component of an application at the end (Sweeney, 2014). Breaking a larger effort into pieces allows for changes to become incorporated into the project cycle and improve response time to any obstacles that are discovered along the
way (Sweeney, 2014). The daily face to face time with the customer provides an unparalleled sense of transparency and customer service not seen in classical software development methodologies.

There are 12 principles of Agile according to the Agile Alliance (Hamidi, 2014). They are as follows:

1. Our highest priority is to satisfy the customer through early and continuous delivery of valuable software.
2. Welcome changing requirements, even late in development. Agile processes harness change for the customer's competitive advantage.
3. Deliver working software frequently, from a couple of weeks to a couple of months, with a preference to the shorter timescale.
4. Business people and developers must work together daily throughout the project.
5. Build projects around motivated individuals. Give them the environment and support they need, and trust them to get the job done.
6. The most efficient and effective method of conveying information to and within a development team is face-to-face conversation.
7. Working software is the primary measure of progress.
8. Agile processes promote sustainable development. The sponsors, developers, and users should be able to maintain a constant pace indefinitely.
9. Continuous attention to technical excellence and good design enhances agility.
10. Simplicity--the art of maximizing the amount of work not done--is essential.
11. The best architectures, requirements, and designs emerge from self-organizing teams.
At regular intervals, the team reflects on how to become more effective, then tunes and adjusts its behavior accordingly.

**Notable research on agile and traditional methods.** Pedersen (2013) examined which methodologies should be used to improve project success. The goal of this research was to find correlations between the uses of agile or waterfall methodologies and critical success factors (CSFs) to IT project success. Pedersen (2013) showed using variance that there were in fact significant differences between the use of effective communication, user involvement, and use of a quality plan between the methods. Pedersen (2013) demonstrated that project success is positively correlated to effective communication, user involvement, and the use of a quality plan in the agile methodology. Specifically, Pederson (2013) found a correlation with organizational reward for agile behavior ($r[51] = .35, p = .01$) and also a correlation with committed sponsor or organizational management ($r[51] = .44, p < .0001$).

Pedersen (2013) again used Pearson’s correlation test and showed that project success was significantly and positively correlated only with effective communication and use of a quality plan in the waterfall methodology. With respect to effective communication, Pearson (2013) noted the significance for organizations that have an oral culture and place a high value on face-to-face communication ($r[53] = .40, p < .0001$). Pearson (2013) was also able to demonstrate that project success, from a quality perspective, was tied to projects that followed a simple design with complexity being minimized ($r[53] = .47, p < .0001$). Not surprisingly, communication and a quality plan is closely tied to project success regardless of methodology chosen.

**Value of Scrum.** Cornelius’s (2014) research included utilizing a qualitative multi-case approach, focused on achieving a greater understanding of the value that Scrum plays in
organizations. To accomplish this goal, Cornelius (2014) examined 32 study participants. The participants spanned 17 industries where Scrum and Scaled Agile methodologies were practiced. Guiding questions were used to examine the perceived value of Scrum to each of the organizations and the change management process that was used to implement Scrum within each organization (Cornelius, 2014). The findings showed that engaging in Scrum improves team empowerment and collaboration (Cornelius, 2014). Specifically, the majority of respondents in Cornelius’s (2014) study believed that Scrum allows for a higher level of team empowerment and collaboration, while at the same time supports efficiency and waste elimination.

People and processes role in success. Litchmore’s (2016) study extends research conducted by Chow and Co, who identified key success factors using agile methodologies. Litchmore’s (2016) research focused on evaluating the effects of two elements, people and process on the perceived success of software development when using Agile. The study utilized 16 hypotheses and 174 randomly selected SurveyGizmo participants. The Spearman Rank Correlation and the Kruskal-Wallis H tests were used during the analysis phase. The analysis conducted showed that the people and process success factors including: project management, project definition, team capability, and customer involvement positively contributed to scope, cost, timeliness, and quality. Litchmore (2016) was able to demonstrate that project management was statistically significant to agile project success ($r_s = .642, p < .0001$) as well as customer involvement ($r_s = .548, p < .0001$). Meanwhile, the Kruskal-Wallis H tests resulted in values all greater than 0.05, which means that no agile methods made a significant difference to the success of agile projects (Litchmore, 2016). Their study demonstrated an improvement in the success rates for agile software development (Litchmore, 2016). Comparing the success of agile
methods versus the Waterfall approach puts the success and failure for each in a clearer perspective.

**Success rates compared.** According to Ambyssoft’s 2003 Project Success Rates Survey, projects that used agile methods were successful 64% of the time, while projects that used the Waterfall approach were successful 49% of the time (Ambler, 2013). Furthermore, only eight percent of the Agile run projects failed compared to 18% of the Waterfall projects. Additionally, agile methods run development projects enjoyed a higher level of quality, provided a higher order of stakeholder value, ROI, and met time and schedule. These results were supported by the Standish Group. According to the Standish Group’s survey (2015), development project using Agile methodologies were successful 42% of the time, while failing nine percent of the time. Their results showed that projects employing the traditional Waterfall method on the other-hand were successful on 14% of the time, while failing 29% of the time. Additionally, 57% of Waterfall projects were termed as “Challenged” meaning that while they were completed, they went over budget, time, or both.

**Project Management Concerns.** When considering any arguments for or against the use of agile methodologies, they should be made with respect to the speed of project completion, the ability to adapt to changes in requirements mid-stream (changes in scope), and the quality of the final product(s). These are concerns of any project manager. There has been much research centered about what agile software development means and some details about specific agile methodologies. There does not appear to be specific empirical research available that would address the opinions of project managers that utilize these non-traditional software approaches (Bird, 2010). Because there was no guarantee that these three benefits (i.e., completion time, scope change, and product quality) were always achieved, Bird (2010) decided to investigate this
phenomena. Bird (2010) used a mixed methods approach focusing on the opinions, thoughts, and lived experiences of project managers that have used at least one of the agile methodologies. The goal of the research was to determine the effectiveness and efficacy of using agile methods to ensure rapid deployment in a constantly changing business environment (Bird, 2010). In order to gain an understanding and appreciation of this newest movement in application development, the researcher used a sample of Information Technology professionals within the Project Management Institute (PMI) to complete a survey that included a combination of structured and open-ended questions. Bird (2010) also included closed-ended questions in order to maintain some statistical control over research data.

Bird’s (2010) participants attained a consensus that the use of agile development methodologies is not only a viable option to use for project development, but an effective and efficient means to deploy applications, while allowing projects the flexibility to adapt to changing business needs. Additionally, Bird’s (2010) results suggest that the project managers arrived at a consensus that agile development provides for the timely delivery of application solutions while at the same time maintaining a high level of quality and therefore approval by the business unit. Other key advantages discovered included a clearer definition of business goals, improved team communication, improved team cohesion, and team effectiveness. Finally, all project managers reported the overall reduction of project time.

Bird (2010) also pointed out some problem areas in one case where the level of quality was not acceptable and in another instance where poor system performance after implementation became an issue. Some of the disadvantages that Bird (2010) noted included the high-level of demand on customer involvement, the need for experienced cohesive teams, the organization not being in alignment with the agile approach, and the lack of understanding of the agile
methodology by the business user community. There are numerous agile methods that are in practice today. Some of the more prevalent agile methods in use today include extreme programming, crystal methods, scrum, and dynamic systems development. A closer examination of each of these methods follows.

**Prevalent types of agile methods.** As both the business world and technology has become more unsettled with continuous unpredictable changes, the need to respond to those fluctuations in an expedient manner has propagated the need for agile methods. Agile methods is the response to those market changes (Cockburn & Highsmith, 2001). While there are variations among each method utilized today, there are several commonalities that are worthy of pointing out. One is the minimizing of time required to share information between people, specifically the customer and the developers. In order to make this happen, team members (e.g., both customer and developers) are either co-located or accessible. Documentation is often replaced through oral discussion and the use of a whiteboard. Lastly, team and cooperation is valued fostering accountability and a willingness for each team member to contribute to the whole (Cockburn & Highsmith, 2001). A second commonality is reducing the time between making a decision and seeing the results of that decision. This is achieved as mentioned earlier by making users/customer part of the team as well as providing incremental deliverables (Cockburn & Highsmith, 2001). Next, several sections will discuss four of the more prevalent agile methods used today: extreme programming (XP), crystal methods, scrum, and dynamic systems development.

**Extreme programming (XP).** Extreme programming (XP) is a popular agile methodology that allows for quick software unit releases while allowing for continual review and feedback from the customer throughout the duration of the each story (stories are subunits of the final
project or deliverable). Some characteristics include individuals working in teams of two, collaboration and transparency, as well as an adherence to a formal set of defined practices (Beck, 1999). Below is a list of those practices with a description: planning game – customers decide which tasks to undertake based on estimates from programmers. Programmers then implement only those “stories” during that iteration.

1. Small, frequent releases – Since a system can be completed in a small time frame, in as early as a month in some cases, releases can occur weekly or even daily.

2. Metaphors – used to describe the system and are utilized between the customer and the programmers.

3. Simple design – The goal is to avoid any ambiguity in the design as well as to make the best and efficient use of code. Simple design can thus result in a reduction of the code to the bare minimum number of classes, methods, and other ways.

4. Tests – programmers unit test each software component that they create. Users create functional tests to test the deliverable software during each iteration. If any test fails at the end of a given iteration, a decision must be made that includes opportunity costs for releasing software that includes one or more defects.

5. Refactoring – allows developers to continuously evaluate and make improvements on existing code for the purpose of introducing efficiency, while allowing for easier maintenance of the software in the future. Refactoring may include removing obsolete code, re-writing code, or modifying existing code.

6. Pair programming - where all code is created by pairs of programmers working at one computer. Pairs rotate frequently between writing and observing code being developed which serves to improve product quality and lower delivery time.
7. Continuous integration – all new code must be integrated into the new system within a few hours of initial release. All tests must pass or the changes are rolled back.

8. Collective ownership – team members take full ownership of the product and remain vigilant so that whenever either see an opportunity for improvement, they make it.

9. On-site customer – the customer is part of the team and sits with the team fulltime. Thus, allowing for immediate problem or question resolution from the development team, immediate feedback from the customer, as well as transparency into the process.

10. Forty (40) hour weeks – the developers’ quality of life is well respected and supported as overtime has often been proven to be a symptom of larger issues.

11. Open workspace – teams are co-located working in a room surrounded by computers with the paired group at the center.

12. Just rules – teams agree to follow the same rules. The rules can be changed, but the team members must assess the repercussions before agreeing on the change(s).

Crystal methods. The word crystal and its methods were first coined by Cockburn (2005). Crystal focuses on communication, specifically osmotic communication where “questions and answers flow naturally and with surprisingly little disturbance among the team” (Meyer, 2014). Crystal, unlike XP and Scrum, does not have a set of dogmatic methods and rules, instead relying on wisdom obtained through developing software as well as classic software engineering principles. Nevertheless, there are seven values that differentiate Crystal methods (Meyer, 2014). They are as follows:

1. Frequent delivery – deals with developing and running the programs as they are created in order to obtain expedient user input and acceptance (Cockburn, 2005).
2. Reflective improvement – the development team spends some time once a month or twice per delivery cycle to hold a retrospective. During these sessions, the team reflects on their performance and where improvements can be made.

3. Osmotic communication – promotes open channels of communication and information between team members.

4. Personal safety – supports personal opinions and input in an environment free of confrontation and negative consequences.

5. Focus – defines the conditions that allow developers to perform at their best. Characteristics include focusing on only one task at a time, or if side tasks are involved then they must be related to the overall objectives.

6. Easy access to expert users – while mimicking the use of a subject matter expert (SME) as used in Scrum and XP, Crystal does not require co-location of this expert with the team. What is mandated however is that time be allocated on a consistent basis with the expert user(s) consistently.

7. Technical environment with proper infrastructure – programmers should have all of the modern tools available at their disposal including automated tests, and configuration management in order to promote the highest possibility for success.

*Scrum.* Scrum has grown to become the dominant agile methodology for developing software of preference. Schwaber and Sutherland are credited with creating the Scrum method (Kautz, Johansen, & Uldahl, 2016). Scrum is likened more closely to an organizational methodology while from a technical perspective it shares many of the characteristics found in XP methodology (Meyer, 2014). Yet there are distinctive practices that set it apart from those of XP and other agile methods. They include:
1. Sprint planning occurs at the very beginning and a backlog is created or updated if one exists from a previous Sprint.

2. Closed-window rule, allows for changes in requirements but under certain circumstances and periods during the Sprint.

3. User stories are used to define the tasks for the work to be carried out.

4. Daily Scrum stand up meetings help to track progress and identify risks and issues that have materialized.

5. Each team along with the customer help to define what “complete” means in order to make sure what is claimed to be finished truly is.

6. Task boards are used to track progress for individual tasks that are assigned to each team members. A burn down chart assess the costs on a daily basis as work is being done.

7. Sprint reviews or retrospectives are conducted to assess the performance on the previous sprint and prepare the next one.

*Lean and Kanban.* Both Lean and Kanban methodologies were created in the 1950s originating in the Japanese manufacturing industry. The Kanban is used as a scheduling system with its name translating to signboard. Kanban software development methods got their start in 2004 (Ahmad, Markkula, & Oivo, 2013). David Anderson first made use of it as a development methodology out of need to help a struggling IT team at Microsoft. Kanban uses visualization through the use of a workflow board allowing teams to readily follow their work in progress (Ahmad et al., 2013). Jobs are moved along the board with the goal of minimizing the amount of work in progress. Only those items that are requested are developed. The result is a constant flow of deliverables to the customer while allowing developers to work on a few items at a time.
Lean follows seven principles: eliminate waste, increase learning, hold of decision making as much as possible, deliver software as quickly as possible, empower the team, and lastly build integrity into everything you do. The Kanban, on the other hand, does not ascribe to any particular set of principles.

**User acceptance theories.** Researchers have searched for years for answers to the questions of how technology, be it tangible or otherwise, becomes adopted. In other words, what are the deciding factors that influence and facilitate user acceptance? Early researchers focused their attention in the areas of non-technical fields (Rogers, 1995). It was not until Fishbein and Ajzen (1975) introduced the theory of reasoned action (TRA) that technology adaptation research was first formalized. Since that time a slew of new theories have materialized. The next section describes several of the most prevalent theories, including the theory of reasoned action (TRA), the theory of planned behavior (TPB), the theory of technology acceptance model (TAM), the innovation diffusion theory (IDT), and finally the unified theory of acceptance and the use of technology (UTAUT).

**Theory of Reasoned Action (TRA).** The Theory of Reasoned Action was developed by Fishbein (1967) and is explained through two different types of behaviors. The first is the individuals own attitude towards performing a given behavior and the second is the perception of that attitude as it is viewed by the individuals in their environment (Fishbein, 1967). Attitude represents the feelings and motivations either positive or negative towards a given behavior. The subjective norm is the perception and level of acceptance for a given behavior by people or colleagues closest to the individual under consideration. The combination of these two factors affect behavioral intent and eventually behavior. Figure 4 presented below graphically
represents this theory.

![Diagram of Theory of Reasoned Action (TRA)](image)

Figure 4. Theory of Reasoned Action. (Fishbein & Ajzen, 1975).

**Theory of Planned Behavior (TPB).** The TRA was not a perfect model but a good start. One area that was not accounted for was behavioral intent versus eventual behavior. For instance, it is possible for an individual to intend to behave a certain way but their actual behavior is different (Ajzen, 1991). This type of conduct may occur for a number of reasons, including fear, confidence, and self-control. TPB has subsequently been applied to many technology related adoption studies in the field of information technology. Examples include Mishra (2014) in the adoption of M-commerce and Ekufu (2012) predicting cloud computing adaptation. Figure 5 below provides a diagram of the TPB model.

![Diagram of Theory of Planned Behavior (TPB)](image)

Figure 5. Theory of Planned Behavior. (Ajzen, 1985).
**Technology Acceptance Model (TAM).** In creating the TAM model, Davis et al. (1989) extended previous acceptance models by including the perceived usefulness and perceived ease of use variables. Perceived usefulness is a developer’s belief that using a given technology will improve their job performance. Perceived ease of use is the perception that an individual using a particular technology would find it free of effort (Davis et al., 1989). Davis et al. (1989) additionally posited that a system or technology that is perceivably easy to use and useful, would be more likely a system that would be more likely to be used. Schneberger, Amoroso, and Durfee (2007) extended the TAM model in their research to define influencing factors surrounding computer-based performance. Figure 6 shows a diagram representation for the Technology Acceptance Model.

![Technology Acceptance Model](image)

**Figure 6.** Technology Acceptance Model. (Davis et al., 1989).

**Innovation Diffusion Theory (IDT).** IDT was introduced by Rogers (1962) as one the more prominent of its kind. Diffusion in Roger’s definition is the dissemination of an innovation over the course of time throughout a society. Innovation on the other hand is a technology, process, or object that is perceived to be new (Rodgers, 1995). The IDT model is composed of the following: (a) relative advantage, (b) compatibility, (c) complexity, (d) trialability, and (e) observability. Relative advantage relates to the degree that the individual believes that the new
technology will provide advantages them. Compatibility relates to the degree that the technology is in agreement with that individual’s lifestyle. Complexity relates to the degree of difficulty of use of the new technology for that individual. Figure 7 shows a model for the Diffusion of Innovation Theory.

![Diagram of Diffusion of Innovation Theory](image)

*Figure 7. Diffusion of Innovation Theory.*
(Rogers 1995).

**Unified Theory of Acceptance and use of Technology (UTAUT).** The UTAUT model came about as the integration of eight other models (Venkatesh et al., 2003). The model provides the following independent variables:

1. Performance expectancy – represents the degree to which an individual using the technology will attain improvements in job performance.
2. Effort expectancy – represents the degree of ease of the system.
3. Social influence – represents the degree to which that individual believes that they should use and/or accept the system based on others’ perceptions for the use of that system.
4. Facilitating conditions – captures the degree to which an individual believes that the appropriate infrastructure is in place in order to be successful with this new technology.

Figure 8 represents a drawing of the UTAUT model:

![UTAUT Model Diagram]

*Figure 8. Unified Theory of Acceptance and Use of Technology.* (Venkatesh et al., 2003).

**Higher rates of failure in the public sector.** John Wooden, the great college basketball coach, once said, “Failure is not fatal, but failure to change might be” (Biro, 1997). Failure can be very costly in terms of exceeded project budgets, prolonged completion dates, and inefficient use of resources. Of course, any one of the aforementioned events occurring can have a potentially adverse effect on a myriad of associated organizational on-going and future activities. Therefore, project failure without making efforts to improve is never acceptable. Yet for many organizations there is a limited understanding of what factors contribute towards a project success or failure (Aladwani, 2002). With shrinking budgets and limited resources, failed development projects can no longer be overlooked, much less tolerated. If project success is
defined as a project completing on time, on budget, and within scope then organizations have a long way to go for improvement.

Unfortunately, there is no shortage of failed projects. Failure as defined previously is not limited to private or public and is not bound by geography or international boundaries. What follow are some examples of project failures. Regrettably, this is only a sample of thousands of similar outcomes. Wright and Capps (2011) conducted research based on a survey using IT auditors and explored the possible causes of Information Systems (IS) failures. Their findings were sobering. In 2002 for instance, the National Health Service in the UK initiated a project to benefit the British Post Office, the Department of Social Services, and the computer company ICL. That effort was abandoned three years later at a cost of 300 million pounds (The Economist, 2002). The Firearms Program, a Canadian effort, increased from an initial estimate of C$113 million to over C$1 billion, effectively overrunning the budget by 900% (Auditor, 2002). United States related IT projects wasted $150 billion per annum on failed projects in both the private and public sector. The European Union wasted $140 billion during that same timeframe. There are groups that provide aggregate statistics measuring success rates that are useful for this discussion.

One such group is the Standish Group. In 2004, the Standish Group reported a lowly 29% project success rate, with as much as 53% of the projects having major problems and another 18% considered complete failures. In 2009, the Standish Group’s report revealed that only 32% of all project succeeded, 44% were termed problematic, and 24% were designated as failures (Standish Group, 2009). Of even greater concern were projects in the public sector. According to the Royal Academy of Engineering and the British Computer Society, a staggering 84% of public sector project endeavors failed. The following statistics summarize these
findings: 20% to 30% of all IS projects are complete failures, while 30% to 60% are only partial failures (Wright & Capps, 2011). In other words, failed, problematic, and runaway projects are much more likely to occur in government than industry, but there is some hope.

The research results, supported by Wright and Capps (2011), indicate that radical organizational changes are more effective in turning around “runaway” projects than slow incremental changes. It is important to note at this point that a majority of these projects utilized the traditional Waterfall approach. The agile methodology has quickly become the method of choice for development projects for many reasons but especially for its lower rates of failure and higher rates of success when compared to the Waterfall approach (Sweeney, 2014). Once again, private industry is the leader in terms of embracing agile methods, whereas the public sector is lagging.

**Higher rates of success in the private sector.** With growing concern over project failure and the need to speed up delivery of new software or features and functionality, more and more organizations have made the switch to agile methodologies. For some of these organizations, Agile methods represents a silver bullet that will successful put an end to the now documented high failure rates in in IT projects (Hansenne & Hibner, 2011). Some of the benefits of making the switch to an agile methods shop include an improved ROI, a higher level of customer engagement and satisfaction, increased flexibility for the customer, and transparency between IT and the client. None of this comes easily. There are many challenges for an organization looking to move from a traditional methods approach such as a Waterfall to an agile methodology. Hansenne and Hibner (2011) conducted such a study where they examined the literature and case studies and conducted interviews regarding organizational adaptation to agile project management. They then analyzed their findings and came up with the following:
• Adaptation to an environment less structurally organized and controlled is a difficult challenge but it is possible with the right type of support, such as that of executive management.

• Traditional project managers are faced with the challenge to adapt from a command and control style to a project facilitator

• Agile adaptation works best when its principles are adopted wholesale companywide versus in one or two business areas (Hansenne & Hibner, 2011).

**Influencing factors for agile acceptance.** There are many factors that play a role in facilitating the use of agile methods within a given organization. Some of these include the influence of management and culture, human resources, the customer, private industry, and process. These were examined in further detail in the sections that follow.

**Influence of management and culture on agile acceptance.** There is cultural and managerial component that cannot be ignored when adopting agile methods. Hartman and Ashrafi (2002) indirectly support cultural and managerial changes and challenges required for agile methodologies to take root and become effective. Hartman and Ashrafi surveyed 36 software owners/sponsors, contractors/suppliers, and consultants on 12 projects. The questions and answers they received addressed critical success factors (CSF) that consistently emerged by project phase and the duration of the project. Hartman and Ashrafi’s study provided a list of commonly reported reasons for software development failure. Some of the more prevalent one’s included: misunderstood requirements, overly optimistic schedules and budgets, poor management of resources, unclear charter, and lack of communication. These seeming concerns or reasons for failure automatically become non-issues with agile methodologies adaptation. Hartman and Ashraft concluded that when agile methods are applied correctly (e.g., through a
sprint or a scrum for instance), clarity of requirements, active and continual engagement not to mention transparency with the customer, is also required.

**Human resource influence on agile acceptance.** Conboy, Coyle, Wang, and Pikkarainen’s (2011) study focused on the human resource component of organizations making the switch to agile. Although agile methods have been employed by developers for some time, they have more recently grown in popularity within private and public organizations (Conboy et al., 2011). The usage of agile methods may not be optional, but they are often part of a mandatory organizational and in some cases inter-organizational realignment. As such, there can be quite a few resulting symptomatic personnel challenges. In their research, Conboy et al. (2011) examined these challenges.

**Managerial influence on agile acceptance.** Denning (2013) addressed specifically those veteran managers who insisted on sticking with the traditional hierarchical approach to managing systems and are weary of making the changes necessary for continuous innovation. Denning’s (2013) research discussed 10 prevalent myths about agile, while revealing how this methodology works in practice. Making changes from an outside-in approach often requires reinventing organizational roles, along with their practices, values, and communication. These changes allow for organizations to shift their attention to changing customer needs. With respect to Denning’s research, this study examined the acceptance of agile adoption based on a variety of leadership styles. It will provide valuable information for organizations that are interested in understanding the challenges involved with varying types of management in the adoption of agile methods.

**Customer influence.** Misra’s (2007) research used a survey-based quantitative approach to identify success factors from software development practitioners utilizing the agile
framework. The research was also done to identify the types of changes that are required when moving from a traditional framework such as waterfall to an agile project management solution. A framework was developed to accommodate the research being addressed. The results of the study indicated that nine of the 14 hypothesized factors were statistically significant with respect to success that was being measured. Specifically, there was a significant relationship between success and customer centric issues (Misra’s, 2007). A side effect of the study provided a ranked list of challenges, and accordingly, changes required to adopt agile software development methods by those projects that adhere to a plan-driven management plan.

**Influence of private industry.** For many organizations, private industry sets the standard for change. Mueller (2014) observed the performance of federal government information technology (IT) projects because they often look for ways to improve their processes using private industry as a barometer. Mueller’s (2014) research included a three-round Delphi study that helped to identify the factors influencing the decisions to implement agile methodologies in IT projects. After surveying federal and consultant IT experts, 21 factors materialized. The top five factors in the list affecting the decision to utilize agile development methodologies included culture, executive sponsorship/involvement, user engagement, agency leadership, and change management (Mueller, 2014). The results of Mueller’s (2014) study also highlighted that top five factors mentioned were in alignment with the top five factors identified by the Standish Group, and of those reported by the Software Engineering Institute. Finally, Mueller (2014) made the recommendation to integrate these finding into the fabric of enterprise governance mechanisms and processes with the goal of making the most appropriate software development solution as early as possible in the selection process.
**Process-driven influence.** Sometimes the existence of a process can make the difference between success and failure. Sidky’s (2007) research goal was to examine the role of process. Specifically, Sidky (2007) noted that the lack of a formal process can guide organizations in adopting agile methods. To remedy this, Sidky (2007) created an Agile Adoption Framework. The framework is composed of an agile measurement index, and a 4-stage process that when combined guide and assist the adaptation of agile. The four stages help to determine readiness of an organization for agile and what set of agile process should be introduced. Five levels were identified to help to ascertain the potential of an organization for agile. The framework was presented to a variety of members of the agile community with respectable success and feedback for improvement.

Every year many organizations make the switch to an agile methodology with the hopes of obtaining gains in efficiency, a quicker time to market, and reduced resource waste (Esfahani, 2012). The transition itself is far from trivial. In its early stages, it is important to verify the adaptability of the new methodology to the current organization. If the two are incompatible then there will be many problems down the road and ultimately lead to internal conflict. According to Esfahani (2012), a variety of agile adaptation frameworks exist that provide a variety of checklists. These checklists provide a means for an organization to test its readiness for becoming agile or to identify shortcomings and therefore identify the changes necessary to make the adaptation possible. Making this transition is a strategic decision that the organization must decide and support. Organizations that adopt agile methods across all of their business units versus an IT only adaptation tend to have a higher opportunity for success which can becomes an optimum organizational advantage (Esfahani, 2012). Sometimes the process is arduous, especially for a large distributed organization.
Korhonen (2013) studied the agile adaptation of such of an organization in Nokia Siemens Networks along with the agile practice’s impact. Using a case study built around this adaptation, Korhonen was able to show that the introduction of agile practices does deliver what the research on such methodologies have proven over the years. The study also proved that it is possible to evaluate the impact that agile transformation has on a large organization as well as prove that the effects of the transformation are immediate and discernable (Korhonen, 2013).

The research also showed that the capability of the development team in terms of experience and motivation are a big factor in the overall success of agile methodology implementation. Specifically, development teams that were less experienced but had a positive attitude toward agile practices, fared better than more experienced resources that were not as fond of the organizational changes taking place. Defects tend to go down and productivity increases as the customer must be co-located with the development team making changes. When this happens, timely feedback is made possible, changes can be implemented sooner, and there is a noted improvement in customer satisfaction.

Even though methodologies come and go, the role of the project sponsor or executive remains the same. One needs to remain engaged with the project manager and client throughout the life of the project. Kloppenborg, Tesch, and Manolis (2014) found that the sponsor who ensures planning will positively influence meeting the project’s goal and agreements, the project sponsor who works on stakeholder relations will improve future outcomes. Sponsors who engage in and facilitate open communications, positively contribute towards customer success.

**Lack of available research in the public domain.** Despite the increase in research with respect to agile software development (ASD) in the past few years, there continues to be a lack of structured information concerning the adoption of these methodologies in the public sector
(Vacari & Prikladnicki, 2015). The researchers focused their study to report from a systematic literature review that would provide information that added to the understanding of the implications for adopting ASD within public organizations. The main results provided evidence to support that ASD could be adopted in the public sector. The outcome was not particularly surprising, as many public agencies have made the jump to ASD. Vacari and Prikladnicki’s (2015) suggested that a good start ASD adoption with employees who are willing to change and are strongly supported by upper management that are working on important pilot projects. Secondarily, Vacari and Prikladnicki (2015) found that job satisfaction was improved for public organizations, when adopting agile methodologies. There were also some barriers to ASD that were discovered by Vacari and Prikladnicki that proved challenging to overcome. These hurdles included overcoming the ingrained use of structure focused methods such as the waterfall or SDLC, big bang deliveries, and finally the lack of experience in ASD (Vacari & Prikladnicki, 2015). It is important to mention that one of the limitations of this study was that the majority of the research selected represented a significantly higher success rate than failure, which may have limited or influenced the results.

Limitations of agile methods. Agile methodology is not appropriate for all organizations nor all types of projects for that matter. Depending on the organization, agile adaptation may cause radical change and a high level of stress. This is typically the case where implementation is attempted, but the culture is not receptive to change, or worst yet, is incompatible to change. In such a case, strong, active and engaging leadership is a requirement. When not managed properly, agile techniques remain localized to small teams operating on their own or in a worst-case scenario are applied partially whenever it makes sense during a traditional project. When only some teams embrace the agile culture shift and others do not, it creates an
internal organizational rift. The rift is due to all members are not on the same page, but rather function independently on their own accord and pace.

Although there has been a noted shift to agile methodologies, it should be noted that very few development efforts follow the agile methodology as it is prescribed. Instead, organizations knowingly or otherwise follow their own ways often mixing in a variety of techniques. Solinski and Petersen (2016) conducted an exploratory study aimed at discovering the benefits and limitations of agile methodology adaptation. To this point, many of the benefits of adopting agile methods in the work place have been examined. Yet, limitations due exist with the use of agile methods as with any approach. The main limitations, according to Solinski and Petersen’s (2016) research, include professional skill-specific demands, scalability, and lack of suitability for specific projects. Other limitations include decreases in motivation or a reluctance to provide due dates in addition to reporting completed work on time, an increase in stress due to the continuous deadlines that must be met, and an increase in the complexity of configuration management as there is a higher increase to coordinate internal releases (Solinski & Petersen, 2016). There are many other limitations as well, such as limitations on team size and limits in the ability to take on distributed development that affect the decision to use agile methods. Thus, agile is not a silver bullet solution of all types of projects.

**Not suitable for all projects.** Despite the many success stories of using agile methodologies, questions still persist that concern its suitability and the quality of the software produced which have prevented it from being accepted widespread (Kong, 2007). Kong’s empirically investigated: (a) how systems developers use agile methodologies and how a developers use of the development approach is associated with their perception of software
quality, (b) why organizations use agile approaches to varying degrees, and (c) whether organizational culture has an effect on this observation or explains this disparity (Kong, 2007).

Kong’s (2007) study used 57 survey responses from IT software professionals and analyzed them using a Partial Least Squares (PLS). The results provided credence to the hypothesis that the developers’ use of agile methodology was directly related to their personal beliefs of agile to internal performance. After the initial survey, Kong (2007) conducted two qualitative studies to assess the impact of organizational culture on the organizations adaptation of agile methodologies. Kong used interviews, observations, and document analysis looking for cultural assumptions, beliefs, and values in the adoption of agile methodologies in two organizations. The results provided strong support that organizational culture affects the organizational adoption of agile methodology. Specifically, an organization that emphasizes a culture of regulations, and operational excellence is hinder agile adaptation, organizationally speaking. Conversely, a culture that emphasizes agility and facilitates an extensive adaptation of agile methodologies.

**Does the choice of methodology matter?** Organizations have continued to seek ways to reverse this trend in order to maximize the use of capital invested in IT projects to achieve the best return on their investments. According to Wright (2013), after more than a half a century of research focused on project success rates and the expenditure of valuable resources, success rates continue to remain far too low. Wright (2013) investigated how the choice of software development methodology, centered on 10 measures of project success, influenced a project’s success. Wright (2013) conducted a web-based survey and obtained data points from 94 U.S. based software development Project Managers. Wright (2013) used a classification system where the methodology examined and represented by the independent variable was either agile,
structured, or hybrid in nature. Wright (2013) then used the following 10 Critical Success Factors (CSF) previously derived from a research study by Turner and Müller (2006):

- Performance, in terms of the triple constraint of scope, budget, and schedule.

1. Meeting user requirements.
2. Project team’s satisfaction.
3. User defined, project specific success factor.
4. Achieving project purpose.
5. Reoccurring business with customer.
6. Client satisfaction.
7. End-user satisfaction.
8. Supplier satisfaction.

Wright (2013) then used a combination of Spearman’s rank correlation coefficient and post-hoc power analysis to ascertain the effects of choosing any one of the aforementioned measurements of project success against an independent variable, software development methodology. Study results showed that with regard to supplier information, agile projects had a higher level of success at the .05 significance level. Interestingly, with respect to the other nine CSF, the choice of software methodology did not appear to be a factor in project success rates. The overall results suggest that project managers can make choices in which methodology to employee on their projects, without concern for the impact on at least nine of the 10 CSFs that were used in this study. There is a caveat to this study that a statistical significant relationship was discovered at the .05 level between the chosen software methodology and years of experience with that methodology and membership with the Project Management Institute (PMI;
Wright, 2013). This would indicate the probability of confounding variables. In conclusion, Wright’s study (2013) failed to provide evidence in support of any given methodology independently tied to a project success.

According to Pace (2019), much research has focused its attention on the CSFs, mentioned above, in an effort to address the subject of failure. One of these factors is the use of different development methodologies. There are no shortages in the variety of methodologies, many of which tend to be permutations of one another. The challenge for the project manager is to select the appropriate one for the task ahead. Although many studies have been conducted in order to find if such a connection exists between a project management methodology and project success, the results as a whole have been short of conclusive. In light of this reality, Pace (2019) conducted a study that extended previous research while considering the relationships between project management methodologies, reported project success, moderating variables of industry, and project manager experience.

Pace’s (2019) sample consisted of project managers with five or more years of work experience from North America. All participants had experience with multiple project management methodologies. Participants were chosen through the use of a random sampling obtained from a double opt-in access panel (Pace, 2019). The data obtained during the study were analyzed using Pearson’s correlation coefficient in conjunction with linear regression with the goal of ascertaining the influence of the moderating variables. Study results indicated that there exists a weak correlation between project management methodology and reported project success. Furthermore, the aforementioned correlation is not influenced by industry or by project management experience (Pace, 2019). These results are of value to organizations looking to deploy a specific methodology in the hopes of achieving consistent project success. The lack of
a strong correlation between project management methodology and project success should at least ease that angst, but does not contribute towards a solution that Pace (2019) was searching to achieve.

**Leadership styles.** Transformational change can have a profound effect on an organization. In Kuntz and Gomes’ (2012) words it is a disruption in sense making. These changes have a pronounced effect on the culture, structure, and processes within the organization. There is a shift from what used to be a tacit norm to that of an implicit adjustment to the new way of doing things that inherently is part of change (Kuntz & Gomes, 2012). These changes require the right type of leadership to fill that specific need. Each organization’s culture and need is different when changes do come about, therefore making it critical to have the proper leadership in place. The next eight sections examined varying styles of leadership. They include the following: transformational, transactional, servant, autocratic, *laissez-faire*, democratic, charismatic, and situational.

**Transformational leadership.** Transformational leadership was introduced by Burns (1978) and is centered on motivating, inspiring, and engaging individuals at the emotional level (Van Kelle, Visser, Plaat, & Van Der Wijst, 2015). Part of this leadership style is an enduring commitment to the employee. In an organization that employs transformational leadership to direct the organization, both expectations and rewards are made explicitly known to those that follow. Van Kelle et al. (2015) in their research conducted a regression analysis with respect to identifying social success factors in agile software development. Their study showed that value congruence, the degree of agility, and transformational leadership were the most significant predictors of success. In a separate study, Aga, Noorderhaven, and Vallejo (2016) were able to
demonstrate the significance of team building as a mediating factor with transformational leadership that ultimately improves project success.

**Transactional leadership.** Transformational leadership seeks to uplift the psyche and morale of their followers. Transactional leaders on the other hand, tend to focus on their followers self-interests (Spencer, Buhalis, & Moital, 2012). They engage those they lead with a reward-driven approach. In order to understand more about the role that transactional and transformational leadership plays in organizational innovation, Prasad and Junni (2016) examined the CEOs who fit these leadership roles. Using multiple regression analysis, Prasad and Junni’s findings indicated that although both leadership styles mentioned have a positive effect on organizational innovation; transformational leadership was more appropriate in a dynamic environment. This is in line with Burns (1978) who posited that transformational and transactional leadership are exact opposites of each other. Bass (1985) soon realized that there may be varying degrees of relationships between these two leadership styles. Nevertheless, transaction leadership continues to appeal to those who demand a more conventional style of management with clear objectives, rewards for success, and correction for failure.

**Servant leadership.** Servant leadership can be defined as leadership whose primary focus is to serve yet at the same time empower their followers. In this style of leadership the good of the whole, or in this case the organization, is place above the individual (Chu, 2011). Jesus, arguably the single most significant figure that comes to mind when one considers servant leadership, sets the ultimate example of what servant leadership looks like. In Matthew 20:28 (New International Version), Jesus states that “…the Son of Man did not come to be served, but to serve, and to give His life as a ransom for the many.” Jesus refers to himself as the “Son of Man” over 80 times in the Gospels (Thompson, 2015). Servant leadership is just as important in
the business world. Tseng (2017) conducted a study that included servant leadership through examining how the IT adoption intention and knowledge sharing intention would be influenced with respect to several leadership styles and organizational cultures. Tseng’s (2017) research showed IT involvement had a direct positive influence on IT adoption, which also affected knowledge sharing. Tseng was also able to show that organizational culture and leadership style had an effect on knowledge sharing intent and IT adoption (2017). This study examined the influence of leadership styles on IT adoption, specifically agile methods.

**Autocratic leadership.** Both transactional and transformational leaders, although different in their approach to management, nevertheless utilize their authority as their primary source of power (Bonner, 2010). In this regard they are functioning from an autocratic platform. Autocratic leadership is what is seen in traditional types of organizations. It is characterized as being more controlling in its execution than other styles of leadership. An interesting note is that agile leadership as a whole tends to be more on the democratic side (Bonner, 2010). To test this point, Basahel (2015) examined how scrum methodology, which tends to be more democratic, as it emphasizes self-forming teams, could be used to manage academic institutions. The results supported Basahel’s initial premise.

**Laissez-faire leadership.** Laissez-faire style of leadership is characterized by avoidance. Management governs in a passive mode, while not responding to situations and problems when they present themselves (Lawal, 2015). Furthermore, the leader often does not provide clear goals to attain, refrains from making decisions, and avoids confrontation (Bass, 1985; Bass & Avolio, 1990). In a related study, Miloloža (2018) investigated to what extent varying types of leadership styles, including laissez-faire impact the areas of knowledge management and human resource management. Miloloža’s (2018) findings suggested that small enterprises tend to
perform better under laissez-faire type of leadership as well as the democratic style. Meanwhile, autocratic style had a negative impact on those same small enterprises (Miloloža, 2018). These study results may indicate that micromanagement in small organizations is detrimental to their performance. Finally, those enterprises that were in a growth-maturity phase, were more successful in the areas of knowledge management under the direction of laissez-faire guidance.

**Democratic leadership.** Democratic leadership style places the focus on the people. Leadership input is shared with the group. The democratic leader is part of the team. Some of the noted qualities of such leaders include openness, helpfulness, and active participation (Smolović Jones, Smolović Jones, Winchester, & Grint, 2016). Those they lead often see such leaders as benevolent, encouraging, and trustworthy (Cutcher-Gershenfeld & McGregor, 2006). Fiaz, Su, and Saqib (2017) studied the impact of democratic, laissez-faire, and autocratic leadership impact employee motivation. Results of this study showed that autocratic relationship had a negative effect on motivation, while democratic, and laissez-faire leadership had a positive influence on motivating employees. Furthermore, while the results were consistent with autocratic leadership they were not so in tune with democratic. Fiaz et al. (2017) posited that the ingrained bureaucratic environment was at least partially a factor for this outcome. Fiaz et al. (2017) concluded that there is a preference of style that is able to provide a high level of attention for both the people and the work. The best choice of leadership style in this case would be democratic.

**Charismatic leadership.** Weber (1947) considered charismatic leadership something that followers bestowed on a leader rather than distinct intrinsic qualities. In other words it was the followers who provided this attribution to the leader (Weber, 1947). Taking this a step further Waldman and Yammarino (1999) believed that it was the relationship between a leader and their
followers that defined charisma. The relationship was based on trust, commitment, which was reflected in the desire to follow the leader’s vision (Waldman & Yammarino, 1999). Trust and commitment are significant when considering organizational change. In their research, Oreg and Berson (2011) showed that a leaders’ disposition with regards to change was positively related to followers’ intentions to resist the given change. This is where charismatic leaders can help followers overcome these challenges that some of them may have in times of organizational change (Oreg & Berson, 2011). Neufeld, Dong, and Higgins (2007) conducted a study that examined the influence of charismatic leadership on IT use and acceptance. Utilizing the UTAUT framework, they surveyed sever organizations that had engaged in large IT projects. Their results showed that charisma was positively related to among other thing performance and effort expectancy. This study examined the influence of eight separate leadership styles, including charismatic leadership, on adoption of agile methods.

**Situational leadership.** According to Fiedler (1967) the effectiveness of the group or followers for a situational leader proceed analogous to changes in the environment of the organization at stake. A situational leader is influenced by the degree of uncertainty about a given situation, the relationship between the leader and those who follow the leader (with regards to the desire to adhere to that leader’s requests) as well as the leader’s legitimate authority to distribute those directions (Lee-Kelley & Kin Leong, 2003). Situational leaders are the chameleons of the managerial realm, able to switch into other types of leadership roles as the situation demands it. They can go in one instance from a transformational leader providing performance-based incentives to their followers to an autocratic leader by-passing collective input and making a pivotal, instinctual decision (Lazzari, 2018). The situational leader as one
might imagine is therefore a leader that has that rare ability to “wear different hats” as the organizational climate changes and along with that new demands.

**Summary of the literature review.** This section discussed several significant areas of research as it pertains to the literature review and this study. After a brief overview on the literature review and its organization, the first section described the problem with projects in general, exhibiting high failure rates and low success rates. Specifically, the case was made that continuing to accept failing projects can no longer be an option, especially when alternatives exist. The next section explained the differences between the traditional approaches such as Waterfall and Spiral followed by agile methods approach to development projects. It also provided an overview of the success and failure rates for both methodologies. Agile methods overall have a higher success rate than Waterfall as well as a lower failure rate than Waterfall. For those reasons, a case could be made for organizations that continue to employee the traditional Waterfall approach to consider making the switch at an organizational level to an agile method solution. Of course, this type of change is not an easy one to make and there are many considerations that must be examined. Studies were included in this literature review that examine various aspects technology acceptance. Along this theme, the final sections of the literature review focused on a variety of topics ranging from user acceptance theories, leadership styles, influencing areas from business as well as examining limitations for each type of methodology.

**Transition and Summary of Section 1**

The first section helped to define the nature of the problem and frame a research question around it based on that problem. The UTAUT acceptance theory was selected as the conceptual framework of choice and expanded to include the independent variable of leadership. Next
hypotheses were created to examine relationships between the leadership and UTAUT independent variables and the dependent acceptance variable. The literature review helped to provide an overview of the literature that exists in this area including both agile and traditional methods as well as user acceptance theories and leadership styles. The next section provides more details concerning what data were gathered, how they were acquired, techniques that were used to analyze it, along with a summarization of the results and finally recommendations for future research.
Section 2: The Project

Section 1 defined the problem under consideration in this study as the need to address the marked apprehension in the adoption of agile software development methods in both private and even larger hesitation among government organizations as the primary methodology of choice. The problem under consideration is defined. A cross-sectional review of the literature has revealed that gaps remain for studies of this nature that involve state government and private industry entities and the assessment of leadership style on the adoption of a agile methodologies in software development. Thus, a justification exists in conducting this study. With a firm understanding of the research problem, the purpose of the study, a proposed conceptual framework, and completed literature review, the attention now shifts to laying-out the details of how this study will be conducted. Section 2 includes information on the roles of the variety of stakeholders involved, the number and types of participants required, the research design, the planned instruments, and data collecting and analysis. As a starting point, a re-framing of the purpose of this study reinforced the intent of the research.

Purpose Statement

The purpose of this quantitative correlation study was to measure if there exists a relationship between leadership style and the adoption of agile methodologies in software development. This study made use of and expanded upon the Unified Theory of Acceptance and Use of Technology (UTAUT) model, which examined among other factors, the behavioral intent to adopt an agile framework (Venkatesh et al., 2003). The study was directed towards all levels of government to include local, city, state, and federal as well as private organizations within the bounds of the U.S. The goal was to identify, and to a certain extent, justify the organizational shift necessitated when switching from a classic waterfall approach to that of an agile
methodology with regard to those organizations contemplating changing the way they manage their projects. Thus, this study focused specifically on those organizations that were either shunning, considering, or were currently using agile methodologies in their software development efforts. The objective in making this valuation was to add to the body of knowledge by providing additional insight with regard to the effect that leadership style plays in the adoption and use of agile methodologies. This fulfills a gap in the body of knowledge as to the specific impact of leadership style in the adoption of agile methods in software development. The end goal was to provide valuable information for those organizations that are considering adopting agile approaches to their software design (Larman, 2004). Furthermore, the study provided additional factors that all levels of government and organizations can take into consideration when contemplating the adoption of agile software development methodologies.

**Role of the Researcher**

There are many instruments available for quantitative research studies. No instrument, however significant, is more important than the individual(s) performing the study. This person is the key mechanism (Creswell, 2009). This researcher is the one responsible for the investigation, collection, and interpretation of data. In this study, the first task was to identify a cross-representation of participants who was involved in this study. Other tasks included choosing the specific and appropriate interview/survey questions, as well as analyzing, interpreting and formally presenting the results obtained. Furthermore it was the researcher who was responsible for submitting to the Institutional Review Board (IRB) and gaining approval to conduct this investigation. Many times, researchers bring their own set of biases to the study, though unintentionally, through life experiences or work. Such was the case in this instance where there was experience working at a state government organization that exclusively relied
on the waterfall methodology from its early beginnings, as the predominant method of choice, and more recently switched to using an agile methodology, specifically Kanban and Scrum. The experience was specifically in an environment where agile, prior to the organizational shift, never formally received due consideration. Any bias held was eliminated through the use of established survey instruments. The participants were selected randomly through SurveyGizmo, an organization providing survey services, minimizing if not eliminating any internal bias (Gast & Ledford, 2014). Using a third party survey vendor helped to avoid any conflict of interest between the researcher and the research participants, who remained anonymous. Quantitative methods were used in this study. As Maiocco (2017) demonstrated, using quantitative methods enables impartiality in the analysis of the data, especially given that the data were obtained and determined from each research participant.

**Participants**

Participants were solicited from both the private and public sector. Participants included former and current software developers, software engineers, and programmers. Any potential candidates had to meet several requirements before they were considered for participation in this study, including age (>21 years) and location (United States of America). This ensured that vulnerable populations were not included in the research. Participants were asked to respond to a variety of questions through an online survey ensuring anonymity with each other. Additionally, according to Adler and Ziglio (1996), participants must possess knowledge and experience on the topic at hand. They also had to have the ability and willingness to participate in the study. As such, they were allowed to opt out at any time during the study. They had to be able to commit to the time demand that the survey required of them. Participants also had to be able to communicate and express themselves in the English language. Finally, the IRB, a group that
ensures participant protection, was solicited for approval prior to conducting this research in order to protect the participants’ legal rights.

Research Method and Design

There are three predominant methods used when conducting scholarly research. They are quantitative, qualitative, and mixed-methods (a combination of both quantitative and qualitative). Selection of the appropriate method is critical and often drives the choice for design selection as well (Cooper & Schindler, 2008; Leedy & Ormrod, 2013). In the following sections, the selected method was described along with the consequent choice of design method. Justification was provided for the choices specified.

Discussion of method. The research method chosen for this study was a quantitative, non-experimental, correlational study using regression analysis. This decision was largely driven by the nature of the research questions proposed. The research questions focused on examining the relationships between several independent variables and a single dependent variable. Quantitative studies are appropriate when empirically testing for the existence of relationships between independent and dependent variables (Creswell, 2014). In fact, they are ideal for numerical research when testing of hypotheses (Goduka, 2012). Such was the case with this study, where five hypotheses were closely examined. The first hypothesis examined the impact of leadership style on technology-use and acceptance and the remaining four helped to identify other factors besides leadership style that may have influenced technology adoption. Using quantitative methods provides an avenue for the discovery of new information (O'Dwyer & Bernauer, 2013). The use of a quantitative methods also allowed for the examination of a large group of people, in this case software developers from both private and public industry, and be able to draw a generalization about this population with regard to the acceptance and use of
given technology, specifically agile (Creswell, 2014). Fowler (2009) noted that this ability to generalize to a large population from a small one was an advantage of quantitative methods. Additionally, quantitative methods depend on linear characteristics in their analysis (Starke, 2010). Patten (2009) noted that at the core of (and therefore intrinsic to) quantitative research, is in the means by which researchers are able obtain their data, the type of data (quantifiable), and the ability to perform statistical-based analysis on this data.

**Discussion of design.** The choice of design is derived from the research methodology selected and the problem that is to be addressed through the research (Creswell, 2014). This research examined if correlations existed between the independent variables of leadership style, performance expectancy, effort expectancy, social influence, facilitating conditions and the dependent variable, behavioral intent to use/adopt a technology (agile). This study used a multiple regression correlation (MRC). MRC will allow for the evaluation of presumed causal effects between a dependent variable and other constructs or correlated predictors (Hoyt et al., 2006). In fact, MRC is an appropriate analysis tool to use for determining the influence of multiple coefficient factors, such as the ones in this study, and the significance to each construct (Carter, Ludwig, Hobbs, & Campbell, 2011). This further supported by Comiskey, Curtis, and Dempsey (2016) who noted that using a correlated design could allow for the establishment of correlation between variables or the direction of a relationship between them. The (UTAUT) theoretical framework and derived hypotheses lend themselves to non-experimental survey design (Venkatesh et al., 2003). Hence, research employs a non-experimental instrument in that the statistical relationship that will be assessed will not involve any intervention by external means, no variables will be manipulated (Vogt, 2007). This means that any conclusions that are drawn must be derived by some other means, in this case MRC analysis. Additionally, the
survey design was cross-sectional, which as Creswell (2014) explained, all data will be collected at one specific point in time.

**Summary of research method and design.** As discussed earlier, the problem being examined, the types of questions that are being asked, and the ensuing hypotheses, drive the methodology and design of choice for a given study. This study measured changes or effects on a dependent variable (technology use or acceptance of agile) with respect to a set of independent variables: leadership style, performance expectancy, effort expectancy, social influence, and facilitating conditions. Therefore, this study lent itself to the use of quantitative methods. There are other quantitative methods such as path analysis and Structural Equation (Malik et al., 2013; Abu-Al-Aish & Love, 2013), but the most prevalent quantitative method continues to be multiple regression. The design will incorporate a survey composed of close-ended questions, and is very appropriate for a non-experimental study (Lee & Levy, 2014). Correlational design is the most appropriate design to study such relationships between dependent and independent variables (Thapliyal & Thakre, 2017). In conclusion, a quantitative, non-experimental, correlational study was used for this study.

**Population and Sampling**

In an ideal scenario, it would be possible to measure an entire population of interest. For the majority of research conducted, this is not realistic. Instead, researchers take a sampling of data from the total population of interest and apply analytical methods to that sample in order to generalize results back to the original, larger population. In the following sections, the population size, sampling method, sampling size, sampling frame, participant eligibility criteria, and relevance of characteristics for the selected sample were all discussed.
Discussion of population. The sample was drawn from the U.S. population. According to the U.S. Census, the United States had a population of 327,167,434 in 2017, of which 73.3% were 21 years of age or older. This is the age group and geographic space that were surveyed for the purpose of this study. According to the U.S. Bureau of Labor Statistics (2016), there were approximately 1,246,200 employed in the broad category of software development in the United States. This group includes the following occupations: software developers and programmers, computer programmers, software developers for applications, software developers for systems software, and web developers. The sample that was used in this study was drawn from this population, which also included the constraints for age and geographic location as previously outlined.

Discussion of sampling. It is critical to choose the correct population to sample from. Just as important is to choose the appropriate sample size to analyze. In quantitative studies, such as this, the goal is to select a large enough sample space so as to minimize the probability for type I and type II errors, yet at the same time avoid selecting too large of a population that would make it impractical to conduct the research. Choosing the right sample frame ensures that the sample that will be examined represents the target population of interest (Fowler, 2014). The target population included software developers from the U.S. that included programmers and systems and applications developers. These individuals had to be currently working or had worked under the authority of some kind of leadership. It was acceptable if they were a leader so long as they were currently or were formally working under some type of leadership. This was critical as the objective of this research was to examine the influence of perceived leadership (from a follower’s perspective) in order to examine leadership style influence on the adaptation of agile methods. Constraining the participants to followers eliminated any bias that a leader
would inherently bring with them in perceiving their own leadership abilities. This would have mistakenly placed the focus on the influence of leadership style (from the leader’s perspective) instead of from the follower’s, therefore missing the objectives for this study. As a final constraint, participants less than 21 years of age were excluded from this population.

SurveyGizmo. The sample selected came from SurveyGizmo. SurveyGizmo is an online survey development solution. SurveyGizmo’s audience panel served as the sample frame for this study. It is well understood that random sampling is the preferred method for selecting a sample from the population being sampled. As such, it has the best opportunity for providing the least amount of bias irrespective of instrument used (Creswell, 2014). Using probability sampling allows for the generalizability of the results back to the overall target SurveyGizmo in order to generalize the results that were obtained from the research back to the target population.

Determining sample size. As mentioned previously, just as important as it is to select the correct population, it is also imperative to use the appropriate sample size. In 1960, the research division of the National Education Associated published an article titled “Small Sample Techniques” in the NEA Research Bulletin. This article contained a formula for calculating the sample population while taking into account the population being studied, the degree of accuracy expressed as a proportion, and chi-square. The formula for determining the sample size is as follows:

\[ s = \frac{X^2NP(1-P)}{d^2(N-1)} + X^2P(1-P). \]

\( s \) = required sample size.
\( X^2 \) = the table value of chi-square for 1 degree of freedom at the desired confidence level (3.841).
\( N \) = the population size.
\( P \) = the population proportion (assumed to be .50 since this would provide the maximum sample size).
\( d \) = the degree of accuracy expressed as a proportion (.05). (Krjcie & Morgan, 1970, pp. 607-610).
Unfortunately, even though the formula had obtained acceptance by the research community, a table had not been readily available for ease of use, where researchers could determine their sample size by confidence level and margin of error. Krejcie and Morgan (1970) recognized an opportunity to create such a table. They created a table based off of the formula outlined in the NEA Research Bulletin mentioned earlier that one could look-up the required sample size based on estimated population size at a 0.05 margin of error. The scientist at Research-Advisors.com used Krejcie and Morgan’s formula and created a table and a spreadsheet that allows the user to set a specific value for the population of interest, a confidence level of either 95% or 99%, and a margin of error of 5.0, 3.5, 2.5, or 1.0. Table 1 provides a snapshot of Krejcie and Morgan’s (1970) table.

Table 1

<table>
<thead>
<tr>
<th>Population Size</th>
<th>Confidence = 95% Margin of Error</th>
<th>Confidence = 99% Margin of Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5.0% 3.5% 2.5% 1.0% 5.0% 3.5% 2.5% 1.0%</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10 10 10 10 10 10 10 10</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>19 20 20 20 19 20 20 20</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>28 29 29 30 29 30 30 30</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>44 47 48 50 47 48 49 50</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>63 69 72 74 67 71 73 75</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>80 89 94 99 87 93 96 99</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>278 440 606 906 399 575 727 943</td>
<td></td>
</tr>
<tr>
<td>10,000</td>
<td>370 727 1332 4899 622 1193 2098 6239</td>
<td></td>
</tr>
<tr>
<td>100,000</td>
<td>383 778 1513 8762 659 1336 2585 14227</td>
<td></td>
</tr>
<tr>
<td>1,000,000</td>
<td>384 783 1534 9512 663 1352 2647 16317</td>
<td></td>
</tr>
<tr>
<td>10,000,000</td>
<td>384 784 1536 9594 663 1354 2653 16460</td>
<td></td>
</tr>
</tbody>
</table>


In most academic settings the confidence level used to determine sample size is 95% while the acceptable margin of error tends to be at five percent (5%; Kotrlik & Higgins, 2001). This research used the same confidence levels. Population size for software developers in the
U.S. was estimated at 1.25 Million in 2016 (data from the Bureau of Labor Statistics). Given this information, a sample size of at least 384 was necessary.

**Summary of population and sampling.** While it is not practical to examine an entire population, researchers are able, through the use of appropriate statistical means, to sample a subset of the population and extrapolate, with a fair amount of certainty, the results back to the entire population. This process is called generalization. In order for generalization to take place, it is imperative to sample the appropriate sample frame, but just as critical is the selection of the correct sample size. One proven means for doing that is using the formula outlined above, along with the appropriate parameters that will help to minimize both type I and II errors. This study used the chart that was created based on the calculation in Table 1 to conclude that a sample size of 384 participants was needed, given the chosen confidence level of 95% and margin of error of five percent (5%), in order to be able to generalize any results obtained back to the entire population.

**Data Collection**

**Instruments.** This research study will make use of two survey instruments, Bass and Avolio’s (2004) Multifactor Leadership Questionnaire (MLQ-5X rater form) and the Venkatesh et al. (2003) Unified Theory and use of Technology (UTAUT). The MLQ-5X was used to assess software developers’ perception of leadership style, while the UTAUT assessed software developers’ user acceptance of agile methods. Both MLQ-5X and the UTAUT were validated tools that were used to examine the relationship between leadership style perception, which included: transformational leadership, transactional leadership, and passive avoidant leadership and the UTAUT constructs of: social influence (SI), performance expectancy (PE), effort expectancy (EE), and facilitating conditions (FC; Venkatesh et al., 2003). Neufeld et al. (2007)
demonstrated that instruments may be repurposed for other use. In this case, the context was changed to agile methods while examining leadership style perception from the perspective of followers.

**UTAUT.** Venkatesh et al. (2003) as a retort to an ever expanding array of competing acceptance models, devised a model that integrated several models into one unified model, the UTAUT. Specifically, the UTAUT model combines approximately 32 variables from eight other theories. This single model integrates the most prominent existing constructs and represents them in terms of five relationships where behavioral intention is grounded on performance expectancy (PE), effort expectancy (EE), social influence (SI), and facilitating conditions (FC) (Neufeld et al., 2007). PE can be defined as the degree to which an individual using a system believes that it will help them to perform better in their occupation. EE is a measurement of ease of use for a given technology. SI is the degree to which an individual believes in the importance of using a given system based on the perception of others. Finally, FC is the degree to which an individual believes that the infrastructure exist to support a given system (Ajzen, 1991). PE, EE, and SI are closely related to behavioral intent (BI), while FC is directly related to use behavior (UB; Venkatesh et al., 2003). In this study, and in accord with the UTAUT instrument, PE, EE, SI, and FC were the independent variables while BI served as the dependent variable (see Figure 8 for a representation of the UTAUT model). The UTAUT survey included 31 questions that were measured as scale or interval data using a Likert style questionnaire. Concerning validity, all internal consistency reliabilities were greater than .7, according to Venkatesh et al. (2003) supporting the instrument’s reliability. Furthermore, the UTAUT under empirical testing was able to explain as high as 70% of the variance in IT adoption (Venkatesh et al., 2003). Gupta,
Dasgupta, and Gupta (2008) were also able to validate through their own research the reliability of the UTAUT model.

**MLQ-5X.** Bass and Avolio (1995) created the multifactor leadership questionnaire (MLQ-X5 rater, short form) that provides a set of questions that assess the leadership style from the follower’s perspective. The MLQ-X5 has been widely used in many works of research, thus has become the choice instrument when assessing leadership style. This study used the rater’s form of the MQL-X5, which provided for followers to complete a leadership style evaluation of their leader(s) from their own perspective. The MLQ-X5 survey included 45 questions that can typically be answered within a 15 minute time period (Avolio & Bass, 2004). Each question is measured on an ordinal scale, just like with the UTAUT questions. Using ordinal scales allows for ranking of responses (Krishnaswamy, Aggarwal, Daley, Renschler, & Lundqvist, 2009). The MLQ-X5 survey questions focused on the following independent variables: transformational leadership (e.g., idealized influence, inspirational motivation, intellectual stimulation, and individual consideration), and transactional leadership (e.g., contingent reward, management by exception) and passive avoidant leadership. Once again, the dependent variable was behavioral intent (BI) to use a technology. In this case, the BI to adopt agile methods were examined. From a reliability standpoint, MLQ-X5 has a range from moderate to good validity (Pittenger, 2001). As with the UTAUT instrument, the MLQ-X5 survey instrument’s reliability and validity scores are high with a Cronbach coefficient $\alpha > .70$ (Bass & Avolio, 1995). Additionally, the MLQ-X5 instrument is proven as an extensively used instrument for research in journals, dissertations, and books (Northouse, 2016). Finally, Avolio and Bass (2004) also confirmed the MLQ-X5’s reliability in their own research.
**Data collection techniques.** Participants included individuals from the following categories: software developer, programmer, and application and systems developer. Additionally, these volunteers had to be at least 21 years of age, and from the United States. A third party vendor such as SurveyGizmo, an online data collecting provider, was solicited to acquire the survey participants for this study. A total of 59 questions were included in each survey with an estimated 15 minute completion time. Mind Garden provided 28 of the 59 question on the survey, with 31 coming from the UTAUT constructs. There were also four questions of demographic nature. In order to obtain access to those 28 questions, Mind Garden provided permission for the use of the survey questions that were part of the MLQ-X5 rater form. This version of the MLQ-X5 was for followers to answer questions with respect to their leader(s). The MLQ-X5 is normally a 45 question survey. In order to avoid survey fatigue by the survey takers and to ensure a higher probability of obtaining an adequate number of completed surveys, only 28 questions were used from the 45. Those questions were broken down as follows: 20 relate to transformational leadership and eight relate to transactional leadership, specifically management by exception (active). Questions dealing with laissez-faire or management by exception (passive) were eliminated. This has been proven an effective technique for focusing on effective leadership by Zhu, Sosik, Riggio, and Yang (2012) and Zhuplatova (2015). Specifically, this part of the survey (the MLQ-X5 constructs) provided necessary feedback on the participants’ perception of leadership style with regards to their leader(s). The UTAUT portion assessed four constructs with regard to behavioral intent to use or adopt agile methods. The responses to both the MLQ-X5 and UTAUT survey questions were captured using a Likert scale. For leaderships (MLQ-X5) questions, the participants had the ability to select from the following 5-scaled options: 4 for frequently if not always, 3 for fairly
often, 2 for sometimes, 1 for once in a while, and 0 for not at all. UTAUT survey questions on the other hand included a 7-point Likert scale: 1 for strongly disagree, 2 for moderately disagree, 3 for somewhat disagree, 4 for neutral, 5 for somewhat agree, 6 for moderately agree, and 7 for strongly agree (Venkatesh et al., 2003). Once the data were accumulated, they were processed using IBM SPSS in preparation for analysis of the results.

**Data organization techniques.** Data were collected through SurveyGizmo. Survey data were gathered anonymously using random sampling. No identifying data such as name, social security number, logon id, or password were captured or maintained. Data were collected over an HTTPS connection. Before taking a survey, participants signed an informed consent form that ensured anonymity. Once the survey was complete, it was downloaded from SurveyGizmo over HTTPS and stored locally on a computer with encryption. The data were not accessible to any outside parties. Lastly, any paper documentation was discarded.

**Summary of data collection.** Data collection entails the specific instruments that were used during the research process to capture, organize, and secure the data. This study used two different instruments to obtain the data needed to satisfy the required research. The first instrument was the UTAUT model, which made use of four constructs and a total of 39 questions in assessing the effect of those constructs on behavioral intent and use adoption. An additional set of 28 questions coming from the MLQ-X5 survey were added to the UTAUT survey. This allowed the UTAUT model to expand and include questions on the perception of leadership style of leaders from the perspective of their followers. The MLQ-X5 was a third party vendor, like SurveyGizmo. SurveyGizmo facilitated obtaining random volunteers, hosting the surveys, as well as providing the resultant data. The researcher was responsible with ensuring that the selected vendors met the demanded level of anonymity and confidentiality as required by the
participants. Finally, the researcher was responsible for the resultant data to remain secure for the duration of the research.

Data Analysis

**Variables used in the study.** Data were collected through a single survey instrument that combined survey questions from both the Venkatesh et al. (2003) UTAUT model and Bass and Avolio’s (2004) MLQ. The UTAUT model provided 31 questions to the survey with contributions from the following independent variables: social influence (SI), performance expectancy (PE), effort expectancy (EE), and facilitating conditions (FC). The data gathered were interval (scale) as questions were measured using Likert scales (Allen & Seaman, 2007). The MLQ provided the 28 questions to the overall survey with contributions from the leadership style (LS) independent variable. LS is composed of multiple sub-factors that include: transformational leadership (e.g., idealized influence, inspirational motivation, intellectual stimulation, and individual consideration) and transactional leadership (e.g., contingent reward, management by exception; Bass, 1990). As with the data gathered for the UTAUT model, the data gathered using the MLQ portion of the survey were interval (scale) and therefore measured using Likert scales (Allen & Seaman, 2007). There was a single dependent variable that was analyzed for influence by the independent variables mentioned, behavioral intent (BI) to use a technology (Venkatesh et al., 2003). Table 2 shows the variable names along with their type.

Table 2

<table>
<thead>
<tr>
<th>Variable</th>
<th>Role of data</th>
<th>Type of data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social influence (SI)</td>
<td>Independent</td>
<td>Scale</td>
</tr>
<tr>
<td>Performance expectancy (PE)</td>
<td>Independent</td>
<td>Scale</td>
</tr>
<tr>
<td>Effort expectancy (EE)</td>
<td>Independent</td>
<td>Scale</td>
</tr>
<tr>
<td>Facilitating conditions (FC)</td>
<td>Independent</td>
<td>Scale</td>
</tr>
<tr>
<td>Leadership style (SE)</td>
<td>Independent</td>
<td>Scale</td>
</tr>
<tr>
<td>Behavioral intent (BI)</td>
<td>Dependent</td>
<td>Scale</td>
</tr>
</tbody>
</table>

*Note. Variables, Roles, and Data Types*
**Quantitative data analysis.** Descriptive statistics analysis was performed on the data in order to substantiate quality and validity. Demographic data were analyzed for trends and patterns as shown by Rehman, Esichaikul, and Kamal (2012). Additionally, the mean, median, and the mode along with frequency distribution by demographic breakdown was also provided. Descriptive statistics were also used to identify outliers in the data. Malik et al. (2013) found that multiple regression was an acceptable means for determining the influence of one or more independent variables on a dependent variable. This study made use of multiple independent variables and their influence on a single dependent variable. Raines (2013) confirmed that when using scale data, such as in this study, regression is an appropriate approach. The effect(s) or influence of the independent variables on the dependent variable helped in answering the primary research question as well as the secondary questions.

The primary research question was as follows: What is the impact of perceived leadership style (LS) on the adoption of agile development methods? In order to answer this question and secondary questions (see the section on Research Questions), a closer examination of the associated hypothesis was required.

Hypothesis 01 and A1. Leadership style (LS) was measured as follows:

\[ H_01: \text{There is no relationship between perceived LS and the adoption of agile development methods.} \]

\[ H_{\text{A1}}: \text{There is a relationship between perceived LS and the adoption of agile development methods.} \]

Hypothesis 02 and A2. Performance expectancy (PE) was measured as follows:

\[ H_{\text{02}}: \text{There is no relationship between PE and the adoption of agile development methods.} \]
H₂: There is a relationship between PE and the adoption of agile development methods.

Hypothesis 03 and A3. Effort expectancy (EE) was measured as follows:

H₀₃: There is no relationship between perceived EE and the adoption of agile development methods.

Hₐ₃: There is a relationship between perceived EE and the adoption of agile development methods.

Hypothesis 04 and A₄. Social influence (SI) was measured as follows:

H₀₄: There is no relationship between perceived SI and the adoption of agile development methods.

Hₐ₄: There is a relationship between perceived SI and the adoption of agile development methods.

Hypothesis 05 and A₅. Facilitating conditions (FC) was measured as follows:

H₀₅: There is no relationship between perceived FC and the adoption of agile development methods.

Hₐ₅: There is a relationship between perceived FC and the adoption of agile development methods.

These hypotheses each postulate a relationship between an independent variable (LS, PE, EE, SI, and FC) with the dependent variable behavioral intent (BI). The data analysis provided evidence for or against the existence and extent of relationships between each independent variable and the dependent variable. The data results therefore indirectly provided an answer to the research questions through the provision of evidence on the effect or influence of leadership style on the behavioral intent of software developers to adopt agile methods. More specifically, the relationships between the independent variables and dependent variable was
calculated using multiple regression. Multiple regression is often used to determine the influence of the independent variables on the dependent variable and the significance of each independent variable as shown by Carter et al. (2011). Regression analysis allows for the evaluation of influence of one or more independent variables on an independent variable (Morgan, Leech, Gloeckner, & Barrett, 2013). T-tests was also used to determine if the mean of a population significantly differed from the hypothesized mean (Morgan et al., 2013). Finally, a correlational analysis was used to determine the level of significance for $\alpha = .05$ and confidence interval = 95% (Lacort, 2014). For all of these calculations, the statistical package for social sciences (SPSS) software was used.

**Assumptions with regression analysis.** In order to use multiple regression analysis, several assumptions must first be met. The assumptions that were confirmed were as follow:

**Independence of residuals.** Independence of residuals is related to ensuring that the data is composed of independent observations. This means that adjacent observations are independent. This study made use of the Durbin-Watson statistic to test for this assumption (Laerd Statistics, 2015).

**Existence of linearity.** Another assumption was that there needed to exist a linear relationship between the dependent variable and each independent variable. Likewise, there also needs to be a relationship between the dependent variable and the independent variables as a whole (Vogt, 2007). Linearity in both cases was affirmed using a scatter plot of studentized residuals versus unstandardized values as well as partial regression plots, respectively.

**Homoscedasticity or residuals.** Homoscedasticity means that the residuals are equal across the predicted dependent variable. Confirmation of homoscedasticity was confirmed
through the examination of the plot of studentized residuals against unstandardized predicted values (Laerd Statistics, 2015).

**Presence of multicollinearity.** Multicollinearity is a condition where two or more independent variables are highly correlated with each other. In a multicollinearity scenario it becomes difficult to identify which of the independent variables involved contributes to the variance explained in the dependent variable. Multicollinearity was confirmed through visual observation of the correlation coefficients and Tolerance/VIF values (Mertler & Vannatta, 2013).

**Outliers, leverage, and influential points.** Outliers, leverage, and influential points represent unusual data with respect to regression analysis. They can each have a negative effect on the regression equation which effects the ability to make sound predictions on the dependent variable based on observations from the independent variables. Casewise diagnostics and studentized deleted residuals, leverage points were used to examine outliers and influential points (Laerd Statistics, 2015). Cook’s Distance was used to assess influential points.

**Residual approximate normality.** The requirement that was checked here was that residuals are normally distributed. When they are, it allows for the sound determination of statistical significance. Residual approximation for normality was evaluated using histograms along with P-P plots and Q-Q plots of studentized residuals (Laerd Statistics, 2015).

**Pilot Study.** A pilot study was performed to verify the reliability of the survey instrument. A pilot study can be especially useful when looking to validate an instrument, method, troubleshoot a problem, or to determine research feasibility (Vogt, 2007). Given its value, prior to performing the full scale survey, a smaller sample ($N = 30$) was collected using SurveyGizmo. The smaller sample was analyzed to confirm a Cronbach’s alpha of at least .70 (Vogt, 2007). Taking the time to do a pilot study allows for the best opportunity for success.
**Summary of data analysis.** This section discussed several keys points with regards to data analysis. The first was the recognition of all of the variables involved along with their types. The specific independent variables and dependent variable were identified along with the specific data type for each such as scale, ordinal, or nominal. Table 2 includes a listing of the variables in this study along with their type. Second, an exegesis of which descriptive statistics were captured followed. Third, the original research question was presented along with all of the hypotheses that were part of this study. The goal here was to make clear which statistical tools were used and why they were chosen. In this case multiple regression was the prevailing choice as it allowed researchers to measure any effects that independent variables may have had on the dependent variable in this study. In order to verify that the choice of instrument is sound, a pilot study was proposed and benchmarks created that satisfied validity for the actual study. Inferential, post-hoc testing helped to formally conclude the acceptance or rejection of the null hypotheses.

**Reliability and Validity**

This study utilized two well-known and tested instruments, the MLQ-5X rater survey and the UTAUT. The reliability and validity for each of these instruments has been demonstrated time and time again as they each continue to be the instruments of choice for evaluating leadership style and technology adoption respectively. This section discussed the reliability and validity for each of these instruments as it pertained to this study.

**Reliability.** Reliability is a measure of repeatability of a given study which may include consistency of results, and the stability of a study (Merriam & Tisdell, 2015; Creswell, 2014). One way to measure reliability is using Cronbach’s alpha. In research, an alpha of .70 or larger is considered desirable (Young, 2010; Bass & Avolio, 2004). In the case of the MLQ-X5 survey,
the coefficient alphas for the MLQ transformational constructs were all above the .70 standard
(.76 < α < .89; Bass & Avolio, 1995). Reliability is also at a satisfactory or at a high level when
it comes to transactional leadership as measured in the MLQ (.73 < α < .89; Bass & Avolio,
tests that were distributed between two studies and included eight models having three time
periods each. The goal was to measure convergent and discriminant validity. The results
showed that all internal consistency reliabilities were greater than .70 (Venkatesh et al., 2003).
In order to confirm reliability of the research in this study, a pilot study was conducted. The
pilot provided evidence for the reliability of both the MLQ-5X survey and the UTAUT model.
Conducting a pilot study proved particularly useful to certify and validate instruments in Vogt’s
(2007) study. The pilot study included a smaller sample size (N=30) with survey’s being
collected from a third party vendor such as SurveyGizmo. The results were analyzed to ensure
that there was a Cronbach alpha of at least .70.

Validity. According to Swanson and Holton (2005), the measures are only valid if they
measure what they are supposed to measure. In fact, quantitative research demands this. In
quantitative research, the instruments and means used during a given research study must be
valid and reliable in order for that study to have any merit. Creswell (2009) noted that it is
critical to ensure internal validity if the results of any given study are to be trusted, especially if
the intent is to generalize a given sample size to the overall population. In the case for the
UTAUT model, internal consistency reliabilities (ICRs) were all shown to be greater than .70
(Venkatesh et al., 2003). ICRs can be compromised and as a result affect the overall
interpretation of the research results (Creswell, 2014). Validity has also been shown with respect
to the MLQ-5X many times over (Rowold, 2005). In a separate study by Bagheri, Shirzadmehr,
and Rezaei (2015), MLQ found a Cronbach’s Alpha of $\alpha = .95$. A pilot study was performed on a smaller sample of $N = 30$ that further validated the use of both instruments in this study. There were two areas that could have proved troubling to researchers. They were internal and external validity.

Internal validity affects how correctly a researcher is able to distill the correct facts out of a study and make generalizations towards a population (Creswell, 2014). A number of factors can affect internal validity. Some include inconsistent survey results, when survey takers rush through a survey without answering the questions truthfully, quitting a survey in midstream, or selecting participants that are not all capable of answering without some form of bias. Internal threats can be minimized by applying sound and well-tested instruments, analyzing and making use of survey results that are complete and show no sign of being completed in haste, and lastly selecting from a wide range of individuals from various groups. External validity speaks to the ability to consider the study’s potential for generalization. This can occur if incorrect inferences are made during the data analysis phase of a study (Creswell, 2014).

**Summary of reliability and validity.** In quantitative research, the instruments and means used during a given research study must be valid and reliable in order for that study to have any merit or for the results to be accepted. This study made use of two instruments, the MLQ-5X and the UTAUT model. Both of these instruments have been shown through statistical means to be reliable and valid. This reliability makes them so popular when studying either leadership influence or technology adoption. Cronbach’s alpha score is one means reliability that is checked, and in the case for both instruments, it has an Alpha score of $\alpha > .70$ standard that researchers are looking for (Young, 2010). This research made use of a pilot study to further validate these instruments before moving on to the full study.
Transition and Summary of Section 2

In Section 1, the focus was on outlining the problem to be studied which resulted in the creation of a problem statement followed by a description of the nature of the study and resulting research questions, the ensuing hypotheses, and literature review. With this foundation in place, Section 2 outlined the “how to” component of the study. The role of the researcher was identified but also the participants in the study along with the research methods and designs chosen. In Section 2, the population was identified along with the sampling means, instruments that will be used, as well as collection methods. The final component was a justification for the choice of instruments by way of substantiating the reliability and validity on those instruments. The third and final section makes use of the groundwork that was put in place during Section 1 and the research plan developed in Section 2, in order to conduct the study and subsequently provide an analysis of the resultant data.
Section 3: Application to Professional Practice and Implications for Change

Section 3 includes the outcomes of the pilot study, the official study, a descriptive analysis of the demographic data gathered, followed by the results of the hypotheses testing. Based on those results, recommendations were provided for applications to professional practice and action. Lastly, Section 3 also includes recommendations for further study, reflections, as well as an overall summary for the study.

Overview of the Study

This study was conducted to examine the role that leadership style plays in the adoption of agile methods among software developers. The research was initiated as an approach to examine the disparate lesser use of agile methods compared to traditional sequential methods, such as the waterfall, given the pronounced higher success rates of the former (Nuottila et al., 2016; Standish, 2015). A combined survey instrument was used to test Bass and Avolio’s (1992) leadership constructs (MLQ-5X) in conjunction with Venkatesh et al.’s (2003) adoption and use of technology (UTAUT) model. The goal of the research was to answer to following questions: What is the impact of perceived leadership style, performance expectancy, effort expectancy, social influence, and facilitating conditions on the adoption of agile methods? Multiple regression was used to identify if there was a significant statistical relationship between the leadership style and the willingness to adopt agile methods.

Presentation of the Findings

In Section 2, the desire to conduct a pilot study was discussed. The original UTAUT instrument examined four constructs: PE, EE, SI, and FC. With the addition of the LS construct to the UTAUT model, there was a need to validate and demonstrate internal consistency remained in acceptable range given that the UTAUT instrument was enhanced to determine any
possible LS influencing factors against the BI dependent variable (Vogt, 2007). In order to provide evidence for this, a pilot study of $N = 30$ of random software developers, using the SurveyGizmo platform, age 21 or older, completed a survey that combined the constructs from both the UTAUT model (examines intent to use a technology) with the MLQ-5X survey (examines influence of leadership style). The internal consistency of this constructs was examined using IBM SPSS Statistics, version 24. The results are shown below in Table 3. They a high level of internal consistency with a Cronbach’s Alpha of at least .7, the recommended minimum (Cronbach, 1951; Vogt, 2007).

Table 3

*Internal Consistency Reliability (ICR) – Pilot Study*

<table>
<thead>
<tr>
<th>Name</th>
<th>Variable</th>
<th>Items</th>
<th>Alpha (α)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance Expectancy</td>
<td>PE</td>
<td>4</td>
<td>.889</td>
</tr>
<tr>
<td>Effort Expectancy</td>
<td>EE</td>
<td>4</td>
<td>.951</td>
</tr>
<tr>
<td>Social Influence</td>
<td>SI</td>
<td>4</td>
<td>.879</td>
</tr>
<tr>
<td>Facilitating Conditions</td>
<td>FC</td>
<td>4</td>
<td>.851</td>
</tr>
<tr>
<td>Behavioral Intent (to use system)</td>
<td>BI</td>
<td>3</td>
<td>.952</td>
</tr>
<tr>
<td>Transformational and Transactional Leadership</td>
<td>LS</td>
<td>28</td>
<td>.968</td>
</tr>
<tr>
<td>Idealized Attributes or Idealized Influence (Attributes)</td>
<td>LS-I or LS-IA or LS-IB</td>
<td>4</td>
<td>.869</td>
</tr>
<tr>
<td>Idealized Behaviors or Idealized Influence (Behaviors)</td>
<td>LS-II</td>
<td>4</td>
<td>.901</td>
</tr>
<tr>
<td>Inspirational Motivation</td>
<td>LS-IM</td>
<td>4</td>
<td>.904</td>
</tr>
<tr>
<td>Intellectual Stimulation</td>
<td>LS-IS</td>
<td>4</td>
<td>.904</td>
</tr>
<tr>
<td>Intellectual Consideration</td>
<td>LS-IC</td>
<td>4</td>
<td>.828</td>
</tr>
<tr>
<td>Contingent Reward</td>
<td>LS-CR</td>
<td>4</td>
<td>.845</td>
</tr>
<tr>
<td>Mgmt. by Exception (Active)</td>
<td>LS-MBEA</td>
<td>4</td>
<td>.845</td>
</tr>
</tbody>
</table>

*Note. N=30*

**Description of the sample.** Once the pilot study was completed, a separate survey sample of $N = 384$ was obtained, using SurveyGizmo, again from a random population of panelist with the same demographic constraints as the pilot study that was previously discussed. This larger population ($N = 384$), in contrast to that of the pilot study ($N = 30$), enables for the
generalization of any results obtained in a given statistical analysis of that population (Vogt, 2007). As a whole, 1,101 respondents participated. Of those responding, 414 provided complete surveys (including both the pilot study and the main study) for a 37.5% completion rate. The next section includes a descriptive analysis of the demographics for the main study as provided by the separate survey ($N = 384$).

**Demographics.** The next four tables describe some fundamental demographics from the main study. Table 4 below shows a frequency distribution with respect to gender. The distribution shows a slightly higher percentage in the number of female software developers compared to that of their male constituents.

Table 4

<table>
<thead>
<tr>
<th>Gender</th>
<th>$N$</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>209</td>
<td>54.4</td>
</tr>
<tr>
<td>Male</td>
<td>175</td>
<td>45.6</td>
</tr>
<tr>
<td>Missing</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Total</td>
<td>384</td>
<td>100.0</td>
</tr>
</tbody>
</table>

*Note. $N =$ number of responses, % = percentage of participants.*

Table 5 shows a frequency distribution of age. The data indicates that a majority of the panelist fall in the 24–34 and the 45–54 age groups. Combined, they making up a total of 64.6% of the overall survey respondents.
Table 5

*Demographics – Age*

<table>
<thead>
<tr>
<th>Range (years)</th>
<th>N</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>21-24</td>
<td>59</td>
<td>15.4</td>
</tr>
<tr>
<td>25-34</td>
<td>140</td>
<td>36.5</td>
</tr>
<tr>
<td>45-54</td>
<td>108</td>
<td>28.1</td>
</tr>
<tr>
<td>55-64</td>
<td>45</td>
<td>11.7</td>
</tr>
<tr>
<td>65-74</td>
<td>32</td>
<td>8.3</td>
</tr>
<tr>
<td>75 or older</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Total</td>
<td>384</td>
<td>100.0</td>
</tr>
</tbody>
</table>

*Note. N = number of responses, % = percentage of participants.*

A frequency distribution for the number of years of experience by range is shown below in Table 6. The majority of respondents were in the 1-5 and 6-10 year age ranges (70%).

Table 6

*Demographics – Experience*

<table>
<thead>
<tr>
<th>Range (years)</th>
<th>N</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 1</td>
<td>48</td>
<td>12.5</td>
</tr>
<tr>
<td>1-5</td>
<td>159</td>
<td>41.4</td>
</tr>
<tr>
<td>6-10</td>
<td>110</td>
<td>28.6</td>
</tr>
<tr>
<td>11-15</td>
<td>44</td>
<td>11.5</td>
</tr>
<tr>
<td>16-20</td>
<td>16</td>
<td>4.2</td>
</tr>
<tr>
<td>More than 20</td>
<td>7</td>
<td>1.8</td>
</tr>
<tr>
<td>Total</td>
<td>384</td>
<td>100.0</td>
</tr>
</tbody>
</table>

*Note. N = number of responses, % = percentage of participants.*

Table 7 shows a frequency distribution for voluntariness use. This question asked the respondent to indicate the reason for their use of agile methods in the workplace. The goal was to grasp an understanding for the reason for using these methods and ranged from it being voluntary to mandatory and even an option to indicate that they had never used agile methodologies in the workplace. In this case nearly half of all respondents indicated that the use of agile methods was mandatory for use in the workplace (49%), while a close second was voluntary but for personal use (32.3%).
Table 7

Demographics – Voluntariness Use

<table>
<thead>
<tr>
<th>Type</th>
<th>N</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voluntary (for personal use)</td>
<td>124</td>
<td>32.3</td>
</tr>
<tr>
<td>Voluntary (for business use)</td>
<td>49</td>
<td>12.8</td>
</tr>
<tr>
<td>Mandatory (for business use)</td>
<td>188</td>
<td>49.0</td>
</tr>
<tr>
<td>Never used agile methods</td>
<td>23</td>
<td>6.0</td>
</tr>
<tr>
<td>Total</td>
<td>384</td>
<td>100.0</td>
</tr>
</tbody>
</table>

*Note. N = number of responses, % = percentage of participants.*

**Descriptive statistics.** Table 8 that follows includes several of the more common descriptive statistics using the responses obtained from the main study. As the statistics indicate, there is a lightly right distribution of the mean scores. There is also a slight negative skewness for all scores. All values are well within the accepted range of +1.0 and -1.0. Under these circumstances approximate normality is affirmed, allowing for the use of parametric statistics (Morgan et al., 2013).

Table 8

Descriptive Statistics of Instrument

<table>
<thead>
<tr>
<th>Variable</th>
<th>Items</th>
<th>N</th>
<th>Min.</th>
<th>Max.</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>PE</td>
<td>4</td>
<td>384</td>
<td>1</td>
<td>7</td>
<td>4.568</td>
<td>1.524</td>
<td>-.389</td>
<td>-.453</td>
</tr>
<tr>
<td>EE</td>
<td>4</td>
<td>384</td>
<td>1</td>
<td>7</td>
<td>4.882</td>
<td>1.411</td>
<td>-.550</td>
<td>-.005</td>
</tr>
<tr>
<td>SI</td>
<td>4</td>
<td>384</td>
<td>1</td>
<td>7</td>
<td>4.721</td>
<td>1.388</td>
<td>-.364</td>
<td>-.118</td>
</tr>
<tr>
<td>FC</td>
<td>4</td>
<td>384</td>
<td>1</td>
<td>7</td>
<td>4.660</td>
<td>1.233</td>
<td>-.364</td>
<td>.240</td>
</tr>
<tr>
<td>BI</td>
<td>3</td>
<td>384</td>
<td>1</td>
<td>7</td>
<td>5.077</td>
<td>1.557</td>
<td>-.503</td>
<td>-.392</td>
</tr>
<tr>
<td>LS</td>
<td>28</td>
<td>384</td>
<td>0</td>
<td>5</td>
<td>2.555</td>
<td>0.763</td>
<td>-.590</td>
<td>.728</td>
</tr>
<tr>
<td>LS-IA or II(A)</td>
<td>4</td>
<td>384</td>
<td>0</td>
<td>5</td>
<td>2.608</td>
<td>0.879</td>
<td>-.702</td>
<td>.573</td>
</tr>
<tr>
<td>LS-IB or II(B)</td>
<td>4</td>
<td>384</td>
<td>0</td>
<td>5</td>
<td>2.601</td>
<td>0.835</td>
<td>-.464</td>
<td>.195</td>
</tr>
<tr>
<td>LS-IM</td>
<td>4</td>
<td>384</td>
<td>0</td>
<td>5</td>
<td>2.660</td>
<td>0.923</td>
<td>-.621</td>
<td>.124</td>
</tr>
<tr>
<td>LS-IS</td>
<td>4</td>
<td>384</td>
<td>0</td>
<td>5</td>
<td>2.544</td>
<td>0.888</td>
<td>-.532</td>
<td>.283</td>
</tr>
<tr>
<td>LS-IC</td>
<td>4</td>
<td>384</td>
<td>0</td>
<td>5</td>
<td>2.556</td>
<td>0.923</td>
<td>-.561</td>
<td>.155</td>
</tr>
<tr>
<td>LS-CR</td>
<td>4</td>
<td>384</td>
<td>0</td>
<td>5</td>
<td>2.559</td>
<td>0.906</td>
<td>-.615</td>
<td>.152</td>
</tr>
<tr>
<td>LS-MBEA</td>
<td>4</td>
<td>384</td>
<td>0</td>
<td>5</td>
<td>2.358</td>
<td>0.943</td>
<td>-.357</td>
<td>-.310</td>
</tr>
</tbody>
</table>

*Note. Each variable represents the mean of the items for that construct. LS is a combination of the other sub constructs: IA, IB, IM, IS, IC, CR, and MBEA. BI is the only dependent variable.*
In addition to the reliability statistics obtained in the pilot study, a separate reliability test using Cronbach’s Alpha was performed for the main study. Table 9 shows the results from that calculation.

Table 9

<table>
<thead>
<tr>
<th>Internal Consistency Reliability (ICR)</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Name</th>
<th>Variable</th>
<th>Items</th>
<th>Alpha (α)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance Expectancy</td>
<td>PE</td>
<td>4</td>
<td>.870</td>
</tr>
<tr>
<td>Effort Expectancy</td>
<td>EE</td>
<td>4</td>
<td>.863</td>
</tr>
<tr>
<td>Social Influence</td>
<td>SI</td>
<td>4</td>
<td>.854</td>
</tr>
<tr>
<td>Facilitating Conditions</td>
<td>FC</td>
<td>4</td>
<td>.699</td>
</tr>
<tr>
<td>Behavioral Intent (to use system)</td>
<td>BI</td>
<td>3</td>
<td>.908</td>
</tr>
<tr>
<td>Transformational and Transactional Leadership</td>
<td>LS</td>
<td>28</td>
<td>.956</td>
</tr>
<tr>
<td>Idealized Attributes or Idealized Influence (Attributes)</td>
<td>LS-IA or II(A)</td>
<td>4</td>
<td>.806</td>
</tr>
<tr>
<td>Idealized Behaviors or Idealized Influence (Behaviors)</td>
<td>LS-IB or II(B)</td>
<td>4</td>
<td>.763</td>
</tr>
<tr>
<td>Inspirational Motivation</td>
<td>LS-IM</td>
<td>4</td>
<td>.838</td>
</tr>
<tr>
<td>Intellectual Stimulation</td>
<td>LS-IS</td>
<td>4</td>
<td>.819</td>
</tr>
<tr>
<td>Intellectual Consideration</td>
<td>LS-IC</td>
<td>4</td>
<td>.802</td>
</tr>
<tr>
<td>Contingent Reward</td>
<td>LS-CR</td>
<td>4</td>
<td>.818</td>
</tr>
<tr>
<td>Mgmt. by Exception (Active)</td>
<td>LS-MBEA</td>
<td>4</td>
<td>.803</td>
</tr>
</tbody>
</table>

Note. N=384
* FC α < .70, after dropping FC3, new α = .779.

More specifically, Table 9 shows that almost all of the calculated Alpha scores are greater than or equal to .763 with the exception of the Facilitating Conditions (FC) construct (.699). Alpha scores of at least .7 indicate an acceptable level of internal consistency, meaning that the appointed constructs are measuring the same thing (Vogt, 2007). When one of the four components that make up the FC construct, specifically FC3 “Agile methods are not compatible with other methods I use” is removed, the new Alpha value for FC increases to .779, well within the acceptable range for internal consistency. In this case, FC3 was removed from any calculations going forward in order to maintain an Alpha above .699, in this case .779.
Hypothesis testing. The first part of the findings focused on demographic results obtained from the study, measurements of internal reliability among constructs within the proposed framework, as well as evidence for normality allowing for the use of parametric statistical measurements. The focus in this section is on the use inferential statistics in order to evaluate each of the five hypotheses proposed and discussed in Sections 1 and 2. The decision to reject or fail to reject were evaluated against a 95% confidence level, which means that there is a five percent chance of mistakenly rejecting the null hypothesis when it is true (Type I error). The hypotheses that follow were all tested using the $t$-statistic where $t \leq .05$ is rejected, while $t > .05$ is not rejected.

Hypotheses 1. Hypothesis $H_01$ and $H_{A1}$ examined to what extent, if any, does leadership style (LS) impact a software developer’s intention to adopt agile development methods. The hypotheses were as follows:

$H_01$: There is no relationship between perceived LS and the adoption of agile development methods.

$H_{A1}$: There is a relationship between perceived LS and the adoption of agile development methods.

In order to test the null hypothesis, $H_01$, the mean of BI was regressed on the mean of each of the leadership style (LS) constructs, shown in Table 10 below. There was an independence of residual as assessed with a Durbin-Watson statistic of 2.128 (Field, 2013; Laerd Statistics, 2015). Values between 1.5 and 2.5 are considered fairly normal (Field, 2013). Linearity was confirmed using a combination of scatterplots of BI against each LS construct as well as Q-Q plots that included expected versus observed values for each LS construct. In both
cases, verification was affirmed using studentized residuals versus unstandardized values that included partial regression plots (Vogt, 2007).

Visual inspection of the plots indicated a linear relationship between the independent variables (LS) and the dependent variable (BI). There was homoscedasticity, as assessed by visual inspection of a plot of studentized residuals versus unstandardized predicted values (Vogt, 2007). There was no multicollinearity. This was confirmed as all tolerance values were greater than 0.1 (Field, 2013). An evaluation of unusual points was conducted next that included an assessment of potential outliers, leveragin points, and influential points.

Cases 135 and 263 with studentized values of 3.229 and -3.252, respectively, were initially identified as possible candidate outliers (studentized residuals with values greater than ± 3 in absolute value are believed by some to be outliers). It is important not to take the cutoff of ± 3 literally, but instead use it as a warning for further investigation. In fact, of bigger concern is the impact of the existence of a given outlier has on the regression analysis (Yuen & Ortiz, 2017). One way to assess the influence of any given data point is to use Cook’s D value. Cook’s D value is able to measure the level or effect of change on the model coefficient if a given observation were to be removed from the set of data under examination. Cook’s D values above 1.0 are considered influential values (Cook, 1977). The Cook D values obtained for cases 135 and 263 were .059 and .011, respectively. Both indicated negligible influence on the regression. Finally, all leverage values were less than .2 (Field, 2013). Normality was established by visual inspection of a histogram (standardized residuals), Q-Q, and P-P Plots. $R^2$ for the overall model was 25.8% with an adjusted $R^2$ of 24.4%, a small to nearly medium size effect according to Cohen (1988). The regression model for predicting BI was statistically significant, $F(7, 376) = 18.692$, $p < .001$, adj. $R^2 = .244$. The IA or II (A) and IM variables were both found to be a
statistically significant predictors of BI, $p < .05$. The overall model was significant ($p < .001$), therefore, the null hypothesis is rejected. As a result, the alternative hypothesis was accepted that there is a relationship between perceived LS and the adoption of agile development methods.

Table 10

Regression Analysis for LS

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficient</th>
<th>Collinearity Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$B$</td>
<td>$SE$</td>
<td>$\beta$</td>
</tr>
<tr>
<td>1</td>
<td>Constant</td>
<td>2.629</td>
<td>.247</td>
</tr>
<tr>
<td></td>
<td>IA or II(A)</td>
<td>.302</td>
<td>.142</td>
</tr>
<tr>
<td></td>
<td>IB or II(B)</td>
<td>.136</td>
<td>.154</td>
</tr>
<tr>
<td></td>
<td>IM</td>
<td>.458</td>
<td>.137</td>
</tr>
<tr>
<td></td>
<td>IS</td>
<td>.101</td>
<td>.152</td>
</tr>
<tr>
<td></td>
<td>IC</td>
<td>-.200</td>
<td>.138</td>
</tr>
<tr>
<td></td>
<td>CR</td>
<td>.195</td>
<td>.145</td>
</tr>
<tr>
<td></td>
<td>MBEA</td>
<td>-.067</td>
<td>.092</td>
</tr>
</tbody>
</table>

Note. $F(7,376) = 18.692, p < .001$, adj. $R^2 = .244$. Dependent variable: BI.
* individual sub constructs have $p < .05$. Constant, IA or II(A) and IM are significant.

**Hypotheses 2.** Hypothesis $H_02$ and $H_{A2}$ examined to what extent, if any, does performance expectancy (PE) impact a software developer’s intention to adopt agile development methods. The hypotheses were as follows:

$H_02$: There is no relationship between perceived PE and the adoption of agile development methods.

$H_{A2}$: There is a relationship between perceived PE and the adoption of agile development methods.

In order to test the null hypothesis, $H_02$, the mean of BI was regressed on the mean of each of the performance expectancy (PE) constructs, shown in Table 11 that follows. There was an independence of residual as assessed with a Durbin-Watson statistic of 1.725 (Field, 2013; Laerd Statistics, 2015). Linearity was confirmed using a combination of scatterplots of BI
against each PE construct as well as Q-Q plots that included expected versus observed values for each PE construct. In both cases, verification was affirmed using studentized residuals versus unstandardized values that included partial regression plots (Vogt, 2007).

Visual inspection of the plots indicated a linear relationship between the independent variables (PE) and the dependent variable (BI). There was homoscedasticity, as assessed by visual inspection of a plot of studentized residuals versus unstandardized predicted values (Vogt, 2007). There was no multicollinearity. This was confirmed as all tolerance values were greater than 0.1 (Field, 2013). An evaluation of unusual points was conducted next that included an assessment of potential outliers, leveraging points, and influential points.

Cases 34, 79, 103, 275, and 365 each exhibited a studentized value of 3.347 and initially identified as possible candidate outliers. But, upon further inspection and assessing the influence of each of those data points on the equation for the regression using Cook’s D value, it was determined that all values were less than 1.0 (all values were less than .05) and thus considered non-influential (Cook, 1977). Thus, indicating negligible influence on the regression. Finally, all leverage values were less than .2 (Field, 2013). Normality was established by visual inspection of a histogram (standardized residuals), Q-Q, and P-P Plots. The $R^2$ for the overall model was 38.2% with an adjusted $R^2$ of 37.5%, a large size effect according to Cohen (1988). The regression model for predicting BI was statistically significant, $F(4, 379) = 58.538, p < .001$. The PE1, PE2, and PE4 variables were found to be statistically significant predictors of BI, $p < .05$. Therefore, the null hypothesis is rejected. As a result, the alternative hypothesis was accepted that there is a relationship between perceived PE and the adoption of agile development methods.
Table 11

Regression Analysis for PE

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficient</th>
<th>Collinearity Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>SE</td>
<td>β</td>
</tr>
<tr>
<td>1</td>
<td>Constant</td>
<td>2.265</td>
<td>.204</td>
</tr>
<tr>
<td>PE1</td>
<td>.183</td>
<td>.049</td>
<td>.232</td>
</tr>
<tr>
<td>PE2</td>
<td>.223</td>
<td>.056</td>
<td>.255</td>
</tr>
<tr>
<td>PE3</td>
<td>.091</td>
<td>.055</td>
<td>.104</td>
</tr>
<tr>
<td>PE4</td>
<td>.120</td>
<td>.049</td>
<td>.127</td>
</tr>
</tbody>
</table>

Note. F(4,373) = 58.538, p < .001, adj. $R^2 = .375$. Dependent variable: BI.
* individual sub constructs have $p < .05$. Constant, PE1, PE2, and PE4 is significant.

Hypotheses 3. Hypothesis $H_0$3 and $H_A$3 examined to what extent, if any, does effort expectancy (EE) impact a software developer’s intention to adopt agile development methods.

The hypotheses were as follows:

$H_0$3: There is no relationship between perceived EE and the adoption of agile development methods.

$H_A$3: There is a relationship between perceived EE and the adoption of agile development methods.

In order to test the null hypothesis, $H_0$3, the mean of BI was regressed on the mean of each of the effort expectancy (EE) constructs, shown in Table 12 that follows. There was an independence of residual as assessed with a Durbin-Watson statistic of 1.807 (Field, 2013; Laerd Statistics, 2015). Linearity was confirmed using a combination of scatterplots of BI against each PE construct as well as Q-Q plots that included expected versus observed values for each EE construct. In both cases, verification was affirmed using studentized residuals versus unstandardized values that included partial regression plots (Vogt, 2007).
Visual inspection of the plots indicated a linear relationship between the independent variables (EE) and the dependent variable (BI). There was homoscedasticity, as assessed by visual inspection of a plot of studentized residuals versus unstandardized predicted values (Vogt, 2007). There was no multicollinearity. This was confirmed as all tolerance values were greater than 0.1 (Field, 2013). An evaluation of unusual points was conducted next that included an assessment of potential outliers, leveraging points, and influential points.

Cases 3, 103, 178, 275, 283, and 365 each exhibited a studentized values greater than ± 3 in absolute value and were therefore initially identified as possible candidate outliers. Upon assessing the influence of each of those data points on the equation for the regression using Cook’s D value, it was determined that all values were less than 1.0 (all values were less than .14) and thus considered non-influential (Cook, 1977). Thus, indicating negligible influence on the regression. Finally, all leverage values were less than .2 (Field, 2013). Normality was established by visual inspection of a histogram (standardized residuals), Q-Q, and P-P Plots. The $R^2$ for the overall model was 39.9% with an adjusted $R^2$ of 39.3%, a large size effect according to Cohen (1988). The regression model for predicting BI was statistically significant, $F(4, 379) = 62.986, p < .001$. The EE1, EE2, EE3, and EE4 variables were found to be statistically significant predictors of BI, $p < .05$. The overall model was found to be statistically significant ($p < .001$), therefore, the null hypothesis is rejected. As a result, the alternative hypothesis was accepted that there is a relationship between perceived EE and the adoption of agile development methods.
Table 12

Regression Analysis for EE

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficient</th>
<th>Collinearity Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>SE</td>
<td>β</td>
</tr>
<tr>
<td>1</td>
<td>Constant</td>
<td>1.675</td>
<td>.224</td>
</tr>
<tr>
<td></td>
<td>EE1</td>
<td>.140</td>
<td>.053</td>
</tr>
<tr>
<td></td>
<td>EE2</td>
<td>.125</td>
<td>.051</td>
</tr>
<tr>
<td></td>
<td>EE3</td>
<td>.217</td>
<td>.052</td>
</tr>
<tr>
<td></td>
<td>EE4</td>
<td>.213</td>
<td>.057</td>
</tr>
</tbody>
</table>

Note. F(4,379) = 62.968, p < .001, adj. $R^2 = .393$. Dependent variable: BI.
* individual sub constructs have $p < .05$. Constant, EE1, EE2, EE3, and EE4 are significant.

Hypotheses 4. Hypothesis $H_04$ and $H_A4$ examined to what extent, if any, does social influence (SI) impact a software developer’s intention to adopt agile development methods. The hypotheses were as follows:

$H_04$: There is no relationship between perceived SI and the adoption of agile development methods.

$H_A4$: There is a relationship between perceived SI and the adoption of agile development methods.

In order to test the null hypothesis, $H_04$, the mean of BI was regressed on the mean of each of the social influence (SI) constructs, shown in Table 13 that follows. There was an independence of residual as assessed with a Durbin-Watson statistic of 1.767 (Field, 2013; Laerd Statistics, 2015). Linearity was confirmed using a combination of scatterplots of BI against each SI construct as well as Q-Q plots that included expected versus observed values for each SI construct. In both cases, verification was affirmed using studentized residuals versus unstandardized values that included partial regression plots (Vogt, 2007).

Visual inspection of the plots indicated a linear relationship between the independent variables (SI) and the dependent variable (BI). There was homoscedasticity, as assessed by
visual inspection of a plot of studentized residuals versus unstandardized predicted values (Vogt, 2007). There was no multicollinearity. This was confirmed as all tolerance values were greater than 0.1 (Field, 2013). An evaluation of unusual points was conducted next that included an assessment of potential outliers, leveraging points, and influential points.

Cases 3, 103, 117, and 365 each exhibited a studentized values greater than ± 3 in absolute value and were therefore initially identified as possible candidate outliers. But, upon assessing the influence of each of those data points on the equation for the regression using Cook’s D value, it was determined that all values were less than 1.0 (all values were less than .09) and thus considered non-influential (Cook, 1977), thus, indicating negligible influence on the regression. Finally, all leverage values were less than .2 (Field, 2013). Normality was established by visual inspection of a histogram (standardized residuals), Q-Q, and P-P Plots. The $R^2$ for the overall model was 46.1% with an adjusted $R^2$ of 45.6%, a large size effect according to Cohen (1988). The regression model for predicting BI was statistically significant, $F(4, 379) = 81.144, p < .001$. The SI1, SI2, SI3, and SI4 variables were all found to be statistically significant predictors of BI, $p < .05$. The overall model was statistically significant ($p < .001$) therefore, the null hypothesis is rejected. As a result, the alternative hypothesis was accepted that there is a relationship between perceived SI and the adoption of agile development methods.

Table 13

Regression Analysis for SI

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficient</th>
<th>Collinearity Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$B$</td>
<td>$SE$</td>
<td>$\beta$</td>
</tr>
<tr>
<td>1</td>
<td>Constant</td>
<td>1.509</td>
<td>.208</td>
</tr>
<tr>
<td></td>
<td>SI1</td>
<td>.135</td>
<td>.051</td>
</tr>
<tr>
<td></td>
<td>SI2</td>
<td>.222</td>
<td>.053</td>
</tr>
<tr>
<td></td>
<td>SI3</td>
<td>.103</td>
<td>.048</td>
</tr>
<tr>
<td></td>
<td>SI4</td>
<td>.293</td>
<td>.047</td>
</tr>
</tbody>
</table>

* individual sub constructs have $p < .05$. Constant, SI1, SI2, SI3, and SI4 are significant.
Hypotheses 5. Hypothesis $H_05$ and $H_A5$ examined to what extent, if any, do facilitating conditions (FC) impact a software developer’s intention to adopt agile development methods. The hypotheses were as follows:

$H_05$: There is no relationship between perceived FC and the adoption of agile development methods.

$H_A5$: There is a relationship between perceived FC and the adoption of agile development methods.

Recall that during the ICR analysis, it was determined that FC3 had a low score for Cronbach’s Alpha of .699, less than the ideal minimum of .70. Because of this, FC3 was dropped from the analysis. In order to test the null hypothesis, $H_05$, the mean of BI was regressed on the mean of each of the facilitating conditions (FC) constructs, shown in Table 14 that follows. There was an independence of residual as assessed with a Durbin-Watson statistic of 1.867 (Field, 2013; Laerd Statistics, 2015). Linearity was confirmed using a combination of scatterplots of BI against each FC construct as well as Q-Q plots that included expected versus observed values for each construct. In both cases, verification was affirmed using studentized residuals versus unstandardized values that included partial regression plots (Vogt, 2007).

Visual inspection of the plots indicated a linear relationship between the independent variables (FC) and the dependent variable (BI). There was homoscedasticity, as assessed by visual inspection of a plot of studentized residuals versus unstandardized predicted values (Vogt, 2007). There was no multicollinearity. This was confirmed as all tolerance values were greater than 0.1 (Field, 2013). An evaluation of unusual points was conducted next that included an assessment of potential outliers, leveraging points, and influential points.
Cases 3, 6, 103, and 181 each exhibited a studentized values greater than ±3 in absolute value and were therefore initially identified as possible candidate outliers. But, upon assessing the influence of each of those data points on the equation for the regression using Cook’s D value, it was determined that all values were less than 1.0 (all values were less than .20) and thus considered non-influential (Cook, 1977). Thus, indicating negligible influence on the regression. Finally, all leverage values were less than .2 (Field, 2013). Normality was established by visual inspection of a histogram (standardized residuals), Q-Q, and P-P Plots. The $R^2$ for the overall model was 48.1% with an adjusted $R^2$ of 47.7%, a large size effect according to Cohen (1988). The regression model for predicting BI was statistically significant, $F(3, 380) = 117.458, p < .001$. The FC1, FC2, and FC4 variables were all found to be statistically significant predictors of BI, $p < .05$. The overall model was statistically significant $p < .001$, therefore, the null hypothesis is rejected. As a result, the alternative hypothesis was accepted that there is a relationship between perceived FC and the adoption of agile development methods.

Table 14

<table>
<thead>
<tr>
<th>Regression Analysis for FC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

* individual sub constructs have $p < .05$. Constant, FC1, FC2, and FC4 are significant.

**Relationship of hypotheses to research questions.** The hypotheses stemmed from two types of research questions. The primary question examined the effect of leadership style on the adoption of agile methods. Secondary questions examined four different constructs from the UTAUT model (PE, EE, SI, and FC) and their influence on adoption of agile methods. The
random survey of 384 users as well as 30 separate users during the pilot study were beneficial in gaining some insight into the influencers mentioned on the determinant, behavioral intent (BI).

The primary research question asked was to what extent if any does leadership style (LS) impact the adoption of agile development methods? The following hypothesis were used to answer this question:

H₀₁: There is no relationship between perceived LS and the adoption of agile development methods.

Hₐ₁: There is a relationship between perceived LS and the adoption of agile development methods.

The null hypothesis was rejected and LS was shown to have a statistically significant impact on the intent to adopt agile methods ($p < .001$). This was shown in Table 10, as measured by the MLQ-5X instrument. Approximately 24.4% of the variance in the behavioral intent (BI) to use agile methods was explained by the instrument (Bass & Avolio, 1995). The post-hoc analysis performed explains that leadership style (LS) when measured on its own merit has a positive effect on BI ($F(7, 376) = 18.692, p < .001, \text{adj. } R^2 = .244$), and adjusted effect of 24.4%.

Furthermore, of the seven LS constructs employed, idealized attributes/influence (IA) and inspirational motivation (IM) were statistically significant ($p < .05$). Therefore, IA and IM variables statistically made a positive contribution to the regression model (Field, 2013). These results are in line with (Prasad & Junni, 2016). IA and IM are both components of transformational leadership. Kuntz and Gomes (2012) explained that changes from the norm, such as making an adoptive change to utilizing agile methods, requires an implicit adjustment with the right kind of leadership, one that transforms. Van Kelle et al. (2015) further confirmed the effects of social success factors, with regard to transformational leadership, in the adoption of
agile software development. The results of this regression indicated that LS, and in particular IA and IM, had a positive impact on the adoption of agile methods.

The second research question asked: to what extent if any does performance expectancy (PE) impact the adoption of agile development methods? The following hypothesis examined this question:

H₀₂: There is no relationship between PE and the adoption of agile development methods.
Hₐ₂: There is a relationship between PE and the adoption of agile development methods.

As with LS, the null hypothesis was rejected and PE was shown to have a significant statistical impact on the intention to adopt agile methods (p < .001). Table 11 shows the key results for PE. PE explained 37.5% of the variance in BI to adopt agile method. According to Venkatesh et al. (2003), PE is one of the biggest predictors for intention to adopt a new technology. This is in accord then with the results obtained for PE. Of the four internal constructs, PE1, PE2, and PE4 were statistically significant (p < .05), while contributing to the overall regression model (Field, 2013). The results of this regression indicate that PE had a positive effect on the adoption of agile methods.

The third research question asked: to what extent if any does effort expectancy (EE) impact the adoption of agile development methods? The following hypothesis examined this question:

H₀₃: There is no relationship between perceived EE and the adoption of agile development methods.
Hₐ₃: There is a relationship between perceived EE and the adoption of agile development methods.
As with PE, the null hypothesis was rejected and EE was shown to have a significant statistical impact on the intention to adopt agile methods \( (p < .001) \). Table 12 shows the key results for EE. EE explained 39.3\% of the variance in BI to adopt agile methods. In Venkatesh et al.’s (2003) own study, EE accounted for 10\% of the variance in intention to adopt a new technology. All four internal constructs, EE1, EE2, EE3, and EE4 were statistically significant \( (p < .05) \), while contributing to the overall regression model (Field, 2013). One possible reason behind the disparity between Venkatesh et al.’s results and this study may be in the understanding of the technology. Agile may be perceived as challenging to understand and utilize thus the higher degree of variance discovered in the study versus Venkatesh et al. (2003). According to Venkatesh et al. (2003), one limitation of EE is that intent is decreased as the user increases their comprehension of the technology. The results of this regression indicate that EE positively impacts the adoption of agile methods.

The fourth research question asked: to what extent if any does social influence (SI) impact the adoption of agile development methods? The following hypothesis examined this question:

\( H_0^4 \): There is no relationship between perceived SI and the adoption of agile development methods.

\( H_A^4 \): There is a relationship between perceived SI and the adoption of agile development methods.

Like PE and EE, the null hypothesis was rejected and SI was shown to have a significant statistical impact on the intention to adopt agile methods \( (p < .001) \). Table 13 shows the key results for SI. SI explained 45.6\% of the variance in BI to adopt agile methods. Venkatesh et al. (2003) research showed that SI explained only two percent of the variance in his regression
model. In this study, all four of the internal constructs were statistically significant \( p < .05 \) to the regression model (Field, 2013). It is possible that with the proliferation of technology since Venkatesh et al.’s (2003) study that more individuals are likely to be influenced by social media and therefore more likely to adopt a technology with peer pressure as a motivator, thus accounting for the higher SI variance between Venkatesh and this study. This regression also indicated that SI positively impacts the adoption of agile methods.

The fifth research question asked: to what extent if any does facilitating conditions (FC) impact the adoption of agile development methods? The following hypothesis examined this question:

\[ H_05: \text{There is no relationship between perceived FC and the adoption of agile development methods.} \]

\[ H_{A5}: \text{There is a relationship between perceived FC and the adoption of agile development methods.} \]

As in PE, EE, and SI, the null hypothesis was rejected and FC was shown to have a statistical significant impact on the intention to adopt agile methods \( p < .001 \). Table 14 shows the key results for FC. FC explained 47.6\% of the variance in BI to adopt agile methods. Again, this result was much higher than expected. Venkatesh et al.’s (2003) own study produced a seven percent explanation for the variance with FC alone. Three of the four internal constructs (FC1, FC2, and FC4) were statistically significant \( p < .05 \) to the regression model (Field, 2013). One possible explanation for the disparity between the studies is that both personal and business technology has changed and with it the infrastructure required to use and adopt it. Most businesses make concerted efforts to provide their employees with the necessary tools that they required to do their job effectively. This is more pronounced now then back in 2003. These
environmental factors affect the willingness to adapt to change (Moghavvemi et al., 2012). As with PE, EE, SI, this regression was also found to positively impact the adoption of agile methods.

**Post-hoc hierarchical regression analysis.** A post-hoc hierarchical regression analysis was performed in order to predict the dependent variable, behavioral intent (BI), based on the inclusion of multiple determinants (PE, EE, SI, FC, and LS). This type of statistical analysis allows for the examination of how much additional variation in the dependent variable can be explained by the addition of one or more independent variables (Warner, 2013). Any increase or decrease of $R^2$ in each step could then be inspected (Tabachnick & Fidell, 2013). The new null and alternate hypotheses of the post-hoc research question are as follows:

$H_{0PH}$: There is no relationship between perceived PE, EE, SI, FC, LS and the adoption of agile development methods.

$H_{APH}$: There is a relationship between perceived PE, EE, SI, FC, LS and the adoption of agile development methods.

In order to assess $H_{0PH}$, the research questions and hypotheses for this study were re-examined using a five-step hierarchical regression model (Tables 15 to 20). Each table represents the results obtained after each step in the regression process where an additional determinant was added to the model. This process was repeated until all determinants were added to the final model. Table 20, therefore, represents the statistics obtained from the final model.

The first set of determinants examined were from the UTAUT model. They were added first, before including any other elements to the regression, as the UTAUT constructs provide the framework for technology adoption. Following the inclusion of the UTAUT factors, leadership
style (LS) constructs were added to complete the model. Adding (LS) factors after the UTAUT elements allowed for a better understanding of the role of how each of those predictors affect the overall model and therefore the adoption of agile methods.

Each of the UTAUT four independent variables (PE, EE, SI, and FC) were added to the hierarchical model in the noted order. This was followed by the addition of seven independent variables from leadership style (IA, IB, IM, IS, IC, CR, and MBEA) added one at a time to understand the cumulative influence of each leadership style variable on the behavioral intent to adopt agile methods but also with respect to the UTAUT constructs already in place. As with all regressions performed earlier, hierarchical regression analysis also requires that certain criteria first be satisfied (see the assumptions with regression analysis section).

The independence of observations criteria was met with Durbin-Watson values in the acceptable range of 1.751 (Field, 2013; Laerd Statistics, 2015). Normal values for Durbin-Watson should be between 1.5 and 2.5 (Field, 2013). The existence of linearity was supported through the visual inspection of scatter plots and partial regression plots. The presence of homoscedasticity was confirmed using scatterplots of the studentized residuals versus the unstandardized predicted values for each construct, thereby affirming that this assumption was met (Vogt, 2007). The absence of multicollinearity was affirmed through the visual inspection of Tolerance/VIF values. All values were found to be within the acceptable range as all tolerance values were greater than 0.1 (Field, 2013). The presence of outliers, leverage, and influential points were tested using casewise diagnostics, studentized deleted residuals, and leverage points. Several values during the five step regression were found to be outside of the acceptable tolerance range of studentized deleted residuals greater than ±3 standard deviations. Those values were examined with respect to Cook’s D and found to be within the acceptable
range, all less than 1. Residuals were found to be normally distributed as confirmed through the visual inspection of P-P plots and Q-Q plots of studentized residuals. Thus, all criteria for the regression assumptions were satisfied.

The first construct that was added to the hierarchical regression was performance expectancy (PE). This UTAUT construct examined the research question of “What is the impact of perceived performance expectancy (PE) on the adoption of agile development methods?” The related null hypothesis stated that, “There is no relationship between perceived PE and the adoption of agile development methods.” Table 15 displays the results of the hierarchical multiple regression model adding performance expectancy (PE) to the model. The overall model was statistically significant ($p < .001$) and accounted for 37.5% of the variance in the adoption of agile methods. This finding provided evidence to support the rejection of the null hypothesis. PE contributed positively to the model. PE was found to be a positive contributor to the behavioral intent to adopt agile methods ($p < .001$; see Table 15).

Table 15

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficient</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>2.213</td>
<td>.199</td>
<td>11.145</td>
<td>.000*</td>
</tr>
<tr>
<td>PE</td>
<td>.627</td>
<td>.041</td>
<td>.614</td>
<td>15.205</td>
</tr>
</tbody>
</table>

* individual item has $p < .001$. Constant and PE are significant.

The second construct that was added to the regression was effort expectancy (EE). This UTAUT construct examined “What is the impact of perceived leadership style (LS) on the adoption of agile development methods?” The related null hypothesis predicted that, “There is
no relationship between perceived EE and the adoption of agile development methods.” Table 16 displays the results of the hierarchical multiple regression model for EE as well as PE and the BI dependent variable predicting the adoption of agile development methods. The overall model was significant ($p < .001$) and accounted for 42.5% of the overall variance in agile methodology adoption. This finding provided evidence to support the rejection of the null hypothesis. Both PE and EE contributed positively to the model. The combination of PE and EE had a positive effect on the behavioral intent to adopt agile methods (see Table 16).

Table 16

<table>
<thead>
<tr>
<th>Step Two of Hierarchical Regression Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>1.595</td>
<td>.218</td>
</tr>
<tr>
<td>PE</td>
<td>.312</td>
<td>.067</td>
</tr>
<tr>
<td>EE</td>
<td>.422</td>
<td>.073</td>
</tr>
</tbody>
</table>

Note: Full Model: $F(2, 381) = 198.456, p < .001$, adj. $R^2 = .425$. $\Delta R^2 = .032, p < .001$

Dependent variable: BI. Step Two of Hierarchical Regression Model Predicting Agile Development Methods Acceptance. Based on Previous Variables Now Adding in Effort Expectancy ($N = 384$)

* individual item has $p < .001$. Constant, PE and EE are significant.

The third construct added to the regression model was social influence (SI). This UTAUT construct examined “What is the impact of perceived social influence (SI) on the adoption of agile development methods?” The related null hypothesis predicted that, “There is no relationship between perceived SI and the adoption of agile development methods.” Table 17 displays the results of the hierarchical multiple regression model after adding social influence (SI) to the model. The overall model was statistically significant ($p < .001$) and accounted for 50.3% of the variance in the adoption of agile methods. This finding provided support to reject the null hypothesis. Two of the three independent variables that were part of step three of the
regression contributed to the model: EE ($p < .001$), and SI ($p < .001$), while PE fell out and was no longer statistically significant as a result PE ($p = .127$; see Table 17 for more). The model after step three, consisting of EE and SI, was found to positively impact the behavioral intent to adopt agile methods.

Table 17

Step Three of Hierarchical Regression Model

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficient</th>
<th>$t$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>.953</td>
<td>.217</td>
<td>4.387</td>
<td>.000*</td>
</tr>
<tr>
<td>EE</td>
<td>.353</td>
<td>.054</td>
<td>.320</td>
<td>6.501</td>
</tr>
<tr>
<td>SI</td>
<td>.509</td>
<td>.055</td>
<td>.454</td>
<td>9.223</td>
</tr>
</tbody>
</table>

Note: Full Model: $F(2, 381) = 194.913, p < .001$, adj. $R^2 = .503$. $\Delta R^2 = .055, p < .001$
Dependent variable: BI. Step Three of Hierarchical Regression Model Predicting Agile Development Methods Acceptance. Based on Previous Variables Now Adding in Effort Expectancy (N = 384)
* individual item has $p < .001$. Constant, EE, and SI are statistically significant.

The fourth construct added to the regression model was facilitating conditions (FC), more specifically FC124. Recall that question three was removed from the FC construct as it did not meet the threshold of Cronbach’s alpha of at least .70. This final UTAUT construct examined “What is the impact of perceived facilitating conditions (FC) on the adoption of agile development methods?” The related null hypothesis predicted that, “There is no relationship between perceived FC and the adoption of agile development methods.” Table 18 displays the results of the hierarchical multiple regression model adding facilitating conditions (FC) to the model. The overall model was statistically significant ($p < .001$) and accounted for 55.3% of the variance in the adoption of agile methods. With the addition of FC124 in the fourth step of the regression, PE was once again statistically significant ($p < .05$). As a result all four UTAUT constructs were statistically significant. The findings provide evidence to reject the null
hypothesis. Several variables contributed to the model. Adding FC124 to PE, EE, and SI positively impacted the behavioral intent to adopt agile methods (see Table 18).

Table 18

<table>
<thead>
<tr>
<th>Step Four of Hierarchical Regression Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
<td>B</td>
<td>SE</td>
</tr>
<tr>
<td>Constant</td>
<td>.642</td>
<td>.213</td>
</tr>
<tr>
<td>PE</td>
<td>.147</td>
<td>.065</td>
</tr>
<tr>
<td>EE</td>
<td>.142</td>
<td>.070</td>
</tr>
<tr>
<td>SI</td>
<td>.261</td>
<td>.066</td>
</tr>
<tr>
<td>FC124</td>
<td>.382</td>
<td>.059</td>
</tr>
</tbody>
</table>

Note: Full Model: $F(4, 379) = 119.560, p < .001, \text{adj. } R^2 = .553. \Delta R^2 = .005, p < .001$
Dependent variable: BI.
Step Four of Hierarchical Regression Model Predicting Agile Development Methods Acceptance. Based on Previous Variables Now Adding in Facilitating Conditions (N = 384)
* individual items have $p < .05$. PE, EE are significant.
** individual item has $p < .005$. Constant is significant.
*** individual items have $p < .001$. SI and FC124 are significant.

The fifth construct added to the regression model was leadership style (LS). With the UTAUT constructs now in place, demonstrating the established statistically significant adoption of technology, LS constructs were introduced. Adding the (LS) factors at this point in time, after the UTAUT elements, provided a better understanding how each LS predictor effects the overall model and consequently leadership style on the adoption of agile methods. LS is composed of a combination of the following seven independent variables: idealized attributes (IA), idealized behaviors (IB), inspirational motivation (IM), intellectual stimulation (IS), individual consideration (IC), contingent reward (CR), and management by exception – active (MBEA). All seven LS constructs were added to the regression with only IM ($p = .001$) and IC ($p = .046$) demonstrating statistical significance with IM positively and IC negatively contributing to the
overall regression that included the four UTAUT independent variables (PE, EE, SI, FC124).

The complete results, including non-statistically significant LS constructs are shown in the Table 19 below:

Table 19

Step Five of Hierarchical Regression Model - LS

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B SE</td>
<td>β</td>
</tr>
<tr>
<td>IA</td>
<td>.046 - - .802 .423</td>
<td></td>
</tr>
<tr>
<td>IB</td>
<td>.041 - - .709 .479</td>
<td></td>
</tr>
<tr>
<td>IM</td>
<td>.291 .087 .173 3.348 .001**</td>
<td></td>
</tr>
<tr>
<td>IS</td>
<td>.005 - - .084 .933</td>
<td></td>
</tr>
<tr>
<td>IC</td>
<td>-.167 .084 -.099 2.000 .046*</td>
<td></td>
</tr>
<tr>
<td>CR</td>
<td>-.022 - - .360 .719</td>
<td></td>
</tr>
<tr>
<td>MBEA</td>
<td>-.045 - - -1.113 .266</td>
<td></td>
</tr>
</tbody>
</table>

Note. IA, IB, IS, CR, and MBEA are non-significant. Step Five of Hierarchical Regression Model Predicting Agile Development Methods Acceptance. Based on Previous Variables Now Showing only Leadership Style Constructs (N = 384).

* individual item has $p < .05$. IC is significant.
** individual item has $p < .005$. IM is significant.

The fifth construct as noted above examined leadership style specifically “What is the impact of perceived leadership style (LS) on the adoption of agile development methods?” The related null hypothesis predicted that, “There is no relationship between perceived LS and the adoption of agile development methods.” Table 20 displays the results of the hierarchical multiple regression model with the addition of those LS variables that were statistically significant IM ($p = .001$) and IC ($p = .046$). The final model indicates that LS (IM and IC) is statistically significant. IM and IC are constructs found in transformational leadership. This is consistent with other findings that transformational leadership has shown significance when
evaluated in technology acceptance models as opposed to transactional leadership which has not shown significance (Schepers, Wetzel, & de Ruyter, 2005). Table 20 represents the final and complete regression outcomes as it incorporates the statistically significant UTAUT and LS constructs jointly predicting the adoption of agile development methods. The overall model was significant ($p < .001$) and accounted for 56.4% of the variance in agile methodology adoption. This result supports the rejection of the null hypothesis. The combination of the UTAUT variables (PE, EE, SI, and FC) and LS (IM) positively contributed to the behavioral intent (BI) to adopt agile methods. IC negatively contributed to the adoption of agile methods (see Table 20).

Table 20

*Step Five of Hierarchical Regression Model – Final Model*

<table>
<thead>
<tr>
<th>Variable</th>
<th>$B$</th>
<th>$SE$</th>
<th>$\beta$</th>
<th>$t$</th>
<th>$p$</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>.557</td>
<td>.219</td>
<td></td>
<td>2.539</td>
<td>.012*</td>
<td>.126</td>
<td>.988</td>
</tr>
<tr>
<td>PE</td>
<td>.130</td>
<td>.065</td>
<td>.127</td>
<td>2.009</td>
<td>.045*</td>
<td>.257</td>
<td>.614</td>
</tr>
<tr>
<td>EE</td>
<td>.144</td>
<td>.069</td>
<td>.131</td>
<td>2.092</td>
<td>.037*</td>
<td>.009</td>
<td>.280</td>
</tr>
<tr>
<td>SI</td>
<td>.258</td>
<td>.065</td>
<td>.230</td>
<td>3.989</td>
<td>.000***</td>
<td>.131</td>
<td>.386</td>
</tr>
<tr>
<td>FC124</td>
<td>.343</td>
<td>.061</td>
<td>.308</td>
<td>5.622</td>
<td>.000***</td>
<td>.223</td>
<td>.463</td>
</tr>
<tr>
<td>IM</td>
<td>.291</td>
<td>.087</td>
<td>.173</td>
<td>3.348</td>
<td>.001**</td>
<td>.120</td>
<td>.463</td>
</tr>
<tr>
<td>IC</td>
<td>-.167</td>
<td>.084</td>
<td>-.099</td>
<td>-2.000</td>
<td>.046*</td>
<td>-.331</td>
<td>-.003</td>
</tr>
</tbody>
</table>

*Note.* Full Model: $F(6, 377) = 83.514, p < .001$, adj. $R^2 = .564, p = .001$. $\Delta R^2 = .005, p < .001$

Dependent variable: BI.

* individual items have $p < .05$. Constant, PE, EE, and IC are significant.

** individual item has $p < .005$. IM is significant.

*** individual items have $p < .001$. SI and FC124 are significant.

**Multiple regression equation.** The following regression equation was derived using the data generated from Table 20: $y^* = .557 + 0.130x1 + 0.144x2 + 0.258x3 + 0.343x4 + 0.291x5$ –
This equation makes it possible to predict the behavioral intent (BI) to adopt agile methods. BI is represented by \( y^* \). \( \beta \) represents the constant in the model, while the values of 0.130 + 0.144 + 0.258 + 0.343 + 0.291, and -0.167 represent the slope coefficients for PE, EE, SI, FC, IM, and IC, respectively. Furthermore, the "Lower Bound" and "Upper Bound" columns found under the "95% Confidence Interval for B" column represent the upper and lower boundaries of the plausible slope values. For instance, there is a 95% certainty that the slope for FC will fall between 0.223 and 0.463. As an example, with every one unit increase in FC, there is a 0.343 increase in BI. The other five slope coefficients work the same way each affecting the dependent variable BI by the value of their coefficient. Combined, in a single equation, they each play a significant role in predicting the value of BI. The final model, included LS (IM, IC), PE, EE, SI, and FC. LS (IM), PE, EE, SI, and FC positively impact the behavioral intent (BI) to adopt agile methods, while LS(IC) negatively impact the BI to adopt agile methods. With respect to the regression equation, the most influential constructs from largest to smallest were as follows: FC124, IM, SI, EE, PE, and IC. These findings are discussed throughout the remaining sections.

**Post-hoc g*power analysis.** A post-hoc G*Power analysis was performed to ascertain the power of this study. The study’s initial sample size of \( N = 384 \) was determined using Krejcie and Morgan’s (1970) table (see Table 1). This initial sample size was a worst case scenario given the population of 1.25 Million in 2016 software developers in the U.S., according to the Bureau of Labor Statistics. The G*Power analysis allows researchers to conduct post-hoc analysis given the sample population (\( N \)), the significance level (\( \alpha \)), and effect size (\( f^2 \)). Alpha also represents the probability of making a type I error. Given those parameters the power (1 – \( \beta \)) can be computed, that is 1 minus the probability of having a type II error. In other words,
power, \((1 - \beta)\) is the probability of correctly rejecting the null hypothesis or simply stated, not making a type II error. The larger that power is and the closer that power approaches 1 the better and the less likelihood of resulting in a type II error.

Power was calculated using the following values either entered directly or calculated before being used: \(N = 384\), \(\alpha = .05\), \(f^2\) (calculated using the tool with the result of that computation being placed back into the tool in order to compute power), and adj. \(R^2 = .564\) (Faul, Erdfelder, Lang, & Buchner, 2007). Using the values from above results in a reported power of “1.000000.” This translates into a 100% chance of correctly rejecting the null hypothesis. In other words, there is a zero chance of making a type II error. A perfect 100% chance of this type of result is not possible of course and merely marks a limitation of the reporting capability of the G*Power tool. This occurs due the extremely low value for \(\beta < .000000\). Thus, when power \((1 - \beta)\) is calculated it is similar to subtracting 1 from .000000, which results in “1.000000” reported by the tool. The net effect of this result provides an extremely high level of assurance in the results.
Figure 9. Post-hoc G*Power calculation with the parameters used in the study.

It is interesting to note that the generally accepted power is $\beta = .80$ making this an extremely powerful result and consequently study (Aberson, 2011). Finally, with $\alpha = .05$ there is a 95% certainty of not making a type I error (rejecting the null hypothesis when it is in fact true).

**Summary of the findings.** The study focused on answering five research questions centered about the prospective influence of leadership style as well as the four prominent UTAUT constructs of performance expectancy, effort expectancy, social influence, and facilitating conditions on the adoption of agile software development methods. Demographic data were presented at first, followed by an assessment for suitability to conduct multiple regression analysis on the data. Several statistical evaluations were performed to ensure that
multiple regression was an appropriate instrument for the study. After the choice was confirmed, the dependent variable BI was regressed on the mean of each construct in the study’s model. Each of the null hypothesis proposed were rejected providing evidence for the existence of a positive relationship or effect of each of the constructs on the adoption of agile methods. Table 21 below shows a summary of the regression analysis for each individual construct from the first part of the study (Models 1 – 5) as well as the overall results when combining all six constructs from the second part of the study (Model 6).

Table 21

Summary of Regression Analysis

<table>
<thead>
<tr>
<th>Model</th>
<th>Factors</th>
<th>F</th>
<th>Regression df</th>
<th>Residual df</th>
<th>p</th>
<th>Adj. R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PE</td>
<td>58.538</td>
<td>4</td>
<td>373</td>
<td>.000*</td>
<td>.375</td>
</tr>
<tr>
<td>2</td>
<td>EE</td>
<td>62.968</td>
<td>4</td>
<td>379</td>
<td>.000*</td>
<td>.393</td>
</tr>
<tr>
<td>3</td>
<td>SI</td>
<td>81.144</td>
<td>4</td>
<td>379</td>
<td>.000*</td>
<td>.456</td>
</tr>
<tr>
<td>4</td>
<td>FC124</td>
<td>117.458</td>
<td>3</td>
<td>380</td>
<td>.000*</td>
<td>.477</td>
</tr>
<tr>
<td>5</td>
<td>LS</td>
<td>18.692</td>
<td>7</td>
<td>376</td>
<td>.000*</td>
<td>.244</td>
</tr>
<tr>
<td>6</td>
<td>All</td>
<td>83.514</td>
<td>6</td>
<td>377</td>
<td>.000*</td>
<td>.564</td>
</tr>
</tbody>
</table>

Note. Dependent variable: BI. *Each model was statistically significant. (p < .001).

A post-hoc, stepwise, hierarchical regression analysis was conducted in order to predict the dependent variable, behavioral intent (BI), based on the independent variables (PE, EE, SI, FC, and LS). The final model was statistically significant (p < .001) and accounted for 56.4% of the variance explained in the adoption of agile methods. Six variables individually significantly contributed to the overall model. Those variables were PE (p < .05), EE (p < .05), SI (p < .001), FC124 (p < .001), IM (p < .005), and IC (p < .05). This is consistent with finding in other studies (Venkatesh et al., 2003). The results (see Table 20) indicate that all six constructs (PE, EE, SI, FC, IM and IC) were significant. Both IM and IC represent transformational leadership constructs. It can be concluded based on these findings that leadership style, specifically transformational leadership (IM), has a positive impact on the adoption of agile methods. It is
also true that transactional leadership has little to no effect on the intent to adopt agile methods. Meanwhile, the largest factors to positively impact the intent to adopt agile methods include having facilitating conditions in place (FC124), inspirational motivation from leadership (IM), the effect of social influence (SI), the amount of effort expected or required to adopt agile methods (EE), and the expectation to improve work performance as a motivating factor to adopt agile methods (PE). Finally, independent consideration had a small negative effect on the adoption of agile methods.

**Applications to Professional Practice**

This study contributed to further understanding of the knowledge gap with regard to how leadership style affects the adoption of agile software development methods. The study found that leadership style (IM) has a positive impact on the adoption of agile methods, while leadership style (IC) had a negative impact on the adoption of agile methods. With respect to the hierarchical regression, the most influential style was found to be that of the transformational leadership (IM and IC). More specifically, IM had a positive impact and IC had a negative impact on the adoption of agile methods. The findings imply that inspirationally motivation (IM) positively impacts a subordinates desire to adopt agile methods, which those who practice individual consideration (IC) negatively impact a subordinates desire to adopt agile methods. Based on these results a recommendation can be made for organizations that practicing IM can serve as a catalyst to positively impact followers to adopt agile methods. Transactional leadership through inference was shown to have little or no impact on the adoption of agile methods. The study therefore determined that those software developers who work or worked in settings that ascribed to a more transformational leadership approach were more likely to adopt the use of agile software development. In contrast, software developers who work or have
worked in a more transactional leadership environment were less likely to embrace the adoption of agile software development. These results are critical in the context of beginning to understand what types of influencing factors are pivotal when it comes to making the decision to adopt agile methods.

The findings of this research can also be viewed from a different perspective, that is, to examine why software developers choose not to adopt agile methods. For instance, projects using agile software development methods were shown to have a 400% higher level of success than traditional methods, they were only utilized 30% of the time as opposed to 44% usage for traditional methods (Standish Group, 2015). Some reasons for this illogicality rests in the fact that traditional methods have been around longer, IT managers are more familiar with them so they feel a sense of safety in using them. Another reason is that the adoption of agile methods requires a cultural shift for the entire organization. This is not an easy change to make, especially in the public sector. Lastly, traditional methods have defined sequential steps that are known and easy to follow. Furthermore, organizations can use this information to better understand themselves and the role transformational leadership plays for those companies that are currently using agile methods but additionally for those that are contemplating adopting agile techniques.

The findings can also equip organizations (HR for instance) in their hiring decisions, especially if they are currently working in an agile environment and they have not had the level of success that was expected. On an individual scale, performance expectancy (PE), effort expectancy (EE), social influence (SI), and facilitating conditions (FC), all constructs of the UTAUT model used in this study, were each found to have a positive impact on the adoption of agile methods. This demonstrates that leadership style (transformational) is not the only
influencing factor in the behavioral intent of the software developer. As with leadership style, knowing which constructs influence agile adoption, allows organizations to make informed in-flight decisions on their internal personnel or place the right type of leader in place.

Lastly, through the use of the multiple regression equation developed in this study, organizations now have a new tool to use where they can examine the individual factors (PE, EE, SI, FC, LS (IM and IC) and their respective influence, but also their magnitude and consequently their effect on the adoption of agile methods. Real-world recommendations is suggested in the next section.

Transformational leadership was identified as being the statistically significant leadership style when it comes to adopting agile methods. Parallels with transformational leadership can be drawn from the Bible. There is no greater example of a transformational leader than Jesus Christ. Transformational leaders provide a clear vision for their followers. Jesus did this on a number of occasions, communicating visions of the future to his disciples (Matthew 16:13-28; Luke 24:46-49). Transformational leaders express confidence in those they lead. In Matthew 16:12-18, Jesus tells Peter that he is His rock upon which Jesus will built His church. Transformational leaders empower their followers to achieve the vision. A great example of this is in Acts 1:18 where the Holy Spirit comes upon the disciples allowing them to become more powerful in their ability to witness for Him. Given that this type of leadership was effective for Christ, it should not come as a surprise that the same type of leadership (transformational) was the one most statistically significant leadership type among software developers in making the decision to adopt agile methods.
**Recommendations for Action**

Using the regression equation developed it is easy to see that facilitating conditions (FC124) has the biggest impact on the adoption of agile methods. Organizations that are limited in monetary resources and want to make the switch to agile methods could place their resources on creating an infrastructure that will support agile methods. This may include training and hiring of experts and consultants. Leadership style, specifically transformational (IM), showed a positive impact on the behavioral intent to adopt agile software development methods. Based on this finding, organizations seeking or entertaining the idea of utilizing agile software development practices should develop a hiring process that includes for the evaluation of a candidate’s leadership style, specifically one that includes transformational leadership characteristics, specifically the ability to motivate others through inspiration. Conversely, IC showed a negative impact on the adoption of agile methods. This result indicates that the adoption of agile methods is not predicated on leaders who spend time understanding the individualized needs and concerns of each subordinate. Inspirational motivation (IM), however, was the second biggest factor in the regression equation after FC124. As such, hiring and maintaining inspirational leaders will have a positive effect on the adoption of agile methods. This can be accomplished through the use of any number of tools available to HR that evaluate personality types and leadership styles including the MLQ – self rater survey for leaders.

Another recommendation, this time geared towards those organizations that currently have agile practices in place, is to evaluate the leadership in place and provide further feedback and training where needed. Learning opportunities such as training leaders helps to ensure that management is promoting a culture of transformational leadership which is conducive to the success and flourishing of agile practices. In order to make this happen, evaluations and
training must be part of the organization’s overall annual budget. These types of events must be planned and executed systematically as part of HR annual practices.

Social influence (SI) is another big contributor towards the adoption of agile methods after FC124 and LS (IM). Peers are very influential in how other employees respond, change, and adopt to new conditions and tools. Therefore, it make sense that SI would also have a positive effect. Individual consideration LS (IC) in contrast has a negative, although minor, impact according to the regression equation. One reason for this could be the fact that it is challenging at best as a leader to be able to understand each individual’s motivation and what drives him or her to adopt agile methods. Everyone’s motivation is different and could possibly be conflicting with others, thereby promoting a negative influence on the adoption of agile methods.

A final recommendation, again for those organizations that are already actively engaged in the use of agile methods, would be to put together a training program that begins with the evaluation of internal employees. The goal of such a training program would be to identify potential transformational leaders within the organization and train them to be the transformational leaders of tomorrow. While the identification of such potential leaders and training is critical to the on-going success of the organization, it would not have to be budgeted necessarily annually, but rather as the need arises. Some examples would include organizational growth and expansion, additional hires, and attrition of leadership from key positions.

**Recommendations for Further Study**

The same study could also be conducted using a different population, focusing exclusively on members from the public sector. Despite the increasing adoption and use of agile software development (ASD) there is an information gap on the adoption of these methodologies
in government organizations (Vacari & Prikladnicki, 2015). A future study could also incorporate demographics as predictors such as gender, age, and experience. The study made use of MLQ-5X as the primary survey instrument for assessing leadership style. While the MLQ-5X is arguably the most known instrument of its type, it is limited in that it measures specifically for transformational, transactional, and laissez-faire styles of leadership. Therefore, another option for a future study could be with the use of alternative instruments that are able to assess other types of leadership styles and their effects on agile software development adoption. Finally, since this study found that transformational leadership (IM) had a positive impact on leadership style, it may be worthwhile investigating the characteristics of inspirational motivation in order better to understand why it has a positive impact within this type of leadership.

Reflections

The doctoral research process is a demanding and strenuous journey that demands attention to detail, an acceptance that there will be setbacks along the way, but one that requires discipline and resolve to see the investigation through to its completion. I had a strong desire to examine the effects of leadership style on the adoption of agile software development methods, having worked within a state government organization that seemingly overnight and surprisingly made the jump from a predominately traditional software development approach (waterfall). I have worked in the IT field under the direction of varying leadership styles. Thus, I had a deep desire to examine the role of leadership on the intent to adopt agile software development methods. The results of the study affirmed certain preconceptions held by myself that a managerial style that exhibits transformational characteristics plays a statistically significant role in the adoption of agile methods (see Hypothesis 1).
The main challenge of this study was securing the required number of completed surveys (384) from software developer panelist in the public sector domain. Organizations that focus on obtaining panelist for research could not guarantee more than a fraction of the total required. Due to the DBA program’s time limitation constraints, the risk of obtaining that many surveys and not completing the study versus adjusting the population demographic and finishing the research did not justify keeping with the original proposal. This setback, at the time, was eventually rectified by extending the survey to include both public sector and private industry personnel. It is important to note that I did not have any influence on the participants as they were randomly chosen by Survey Gizmo and remained anonymous to me. Another obstacle, this time in the data, was the discovery of what were then thought to initially be outliers. Additional research was necessary on understanding of how to properly identify outliers, their effects on the regression model, and solutions. The outliers turned out to be inconsequential as to their effect on the regression model negligible. I benefited from the temporary setback by gaining a deeper understanding on how to the data analysis process works while obtaining real-world experience in the discipline.

Leadership is extensively discussed throughout the Bible. Some of the leaders that come to mind include Moses, King Solomon, and King David. The greatest of all leaders is of course is Jesus Christ. Jesus exhibited the true essence of leadership, transforming everyone that He encountered during His shortened life on Earth. One trademark of transformational leadership is the ability for a leader to present a clear vision that is appealing to his or her followers. Jesus frequently communicated and explained his vision for the Kingdom as well as future events. This is evidenced by the incredible amount of people that followed him and bought into His vision. According to the Pew Research Center, there were 2.2 Billion Christians worldwide in
2015, representing the largest religious group in the world. Another quality of transformational leadership is the level of trust and confidence that leaders place in those that follow them. An example of this is when Jesus places His trust in Peter telling him that he is the “rock” on which He will build His church upon. Transformational leaders also empower others by placing them in positions to be successful so that their vision can be accomplished. On the day of Pentecost, the Holy Spirit came upon His disciples giving them the ability to speak in tongues, thus making it possible to fulfill His vision of spreading the gospel to all ends of the Earth. It should come as no surprise then that transformational leadership is a very effective approach with regards to bringing about drastic change as Jesus was able to do. Similarly a radical change is essential with respect to the change required when considering adopting an agile methodology, especially in a traditional culture that prescribes to a sequential methods approach.

Summary and Study Conclusions

This quantitative correlational study was designed to examine the relationship (if any) between leadership style and the adoption of agile software development methods. The study used the Venkatesh et al. (2003) UTAUT model which included four constructs: effort expectancy (EE), performance expectancy (PE), social influence (SI), and facilitating conditions (FC). The model was extended to incorporate a fifth construct, leadership style (LS). The five constructs served as the independent variables while behavioral intent (BI) represented the lone dependent variable. The study combined two sets of surveys. The first consisted of questions from the UTAUT model and examined EE, PE, SI, and FC. The second set of questions were from the MLQ-5X survey, an instrument that examines LS. The study population consisted of software developers in the U.S. who have previously or are currently working under a leader.
Survey Gizmo provided 414 completed surveys for the study, of which 30 were used in a pilot study while the remaining 384 were used in the formal study.

The primary question for the study asked to what extent if any does LS impact the adoption of agile development methods? The study’s findings showed a positive relationship between LS (IM) and the adoption of agile methods. Conversely, IC had a negative impact on the adoption of agile methods. LS was able to explain approximately 24.4% of the variance in the behavioral intent (BI) to adopt agile methods before the addition of other independent variables to the regression equation. This is consistent with the literature (Prasad & Junni, 2016). Van Kelle et al. (2015) used regression analysis in order to identify social success factors in agile software development. Van Kelle et al.’s study (2015) demonstrated that of those influences studied, transformational leadership was the most significant predictor of success. Similarly, this study identified individual consideration (IC) and inspirational motivation (IM), both transformational leadership constructs of LS, as the primary influencing factors (the former having a negative impact and having a positive impact) for the BI to adopt agile methods. Similar results were confirmed by Van Kelle et al. (2015). A post-hoc hierarchical regression analysis was conducted that included PE, EE, SI, and FC, and LS. When all constructs are combined, the synergistically result in an adjusted effect size of 56.4% which is considered large (Cohen, 1988). Furthermore, LS (IM and IC) was statistically significant in the final model. This indicates that LS, specifically transformational leadership (IM), positively impacts BI to adopt agile methods. Meanwhile, IC, also a component of transformational leadership, had a negative impact on the adoption of agile methods. An inference can also be made that transactional leadership has minimal to no impact on the adoption of agile methods. Therefore, it is recommended that business managers focusing their attention on inspiring their subordinates
and directing them towards a shared vision, in this case adopting agile methods rather than negotiating with a follower by promising something and in exchange adopt agile methods. FC influences BI the most. FC is followed in order of magnitude by IM, SI, EE, PE, and IC to a smaller extent (see the regression equation for more information).

Finally, a post-hoc G*Power analysis was performed to help quantify the power of the study where a worst case sample population was used $N = 384$, to compute the power of the study $(1 - \beta)$. The results obtained indicated that the probability of correctly rejecting a false null hypothesis (not making a type II error) is approximately 100% or $(\beta = 1)$. This is due to the large effect size $f^2 = 1.293$ and $R^2$ of .564 used in the study. This outcome a very powerful in light of the generally accepted power of $(\beta = .80)$ used in most studies, thereby making the results even more reliable.

In conducting the study, I sought to provide companies with new information that can benefit two types of organizations. The first type, are those entities that currently have agile methods in place and utilize those practices on a daily basis in either a majority or all of their efforts. Based on the results of the study, the first type of organizations stand to benefit by recognizing the value of making use of transformational leadership (IM, IC) for the improvement and continued use of agile methods. These types of organizations can use this information to develop training programs for their current leaders that reinforce transformational leadership qualities and skills, but also provide a culture that is supportive to the hiring of transformational leaders that support agile methods.

The second type of organization is considering making the switch from a traditional sequential methodology approach, such as waterfall, to one that makes use of agile methods in its software development process. The study suggests that PE, EE, SI, FC, and LS (IM and IC) are
all critically influential factors that contribute towards a successful adoption of agile methods. This second type of organization stands to benefit from this study through understanding of the biggest influencing factors in the regression equation. Using this information, organizations of this kind can put in place facilitating conditions such as the proper infrastructure, training, and tools to be successful. Transformational leadership style, specifically inspirational motivation, was the second biggest factor in the successful adoption of agile methods (see the regression equation for information for the complete list of influential coefficients with respect to the adoption of agile methods).

The study was a success in that the results of this research closes the gap in the literature concerning leadership style and the adoption of agile software development methods for software developers in the U.S. The results provide a clear indication that LS (IM) has a positive impact in the adoption of agile methods as do EE, PE, SI, and FC. Conversely, IC had a negative impact on the adoption of agile methods. Finally, as discussed earlier, this study may be replicated using a different demographic such as local, state, or federal government employees. This study may also serve as a starting point to better understand how specific aspects of transformation leadership play in the role to adopt a given technology, such as agile methods.
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As a leader ....
   I talk optimistically about the future.
   I spend time teaching and coaching.
   I avoid making decisions.
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   Talks optimistically about the future.
   Spends time teaching and coaching.
   Avoids making decisions
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